


Big Data for Qualitative 
Research

Big Data for Qualitative Research covers everything small data researchers 
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to its methodological and ethical challenges. The data that we generate 
in everyday life is now digitally mediated, stored, and analyzed by web 
sites, companies, institutions, and governments. Big data is large volume, 
rapidly generated, digitally encoded information that is often related to 
other networked data, and can provide valuable evidence for study of 
phenomena.

This book explores the potentials of qualitative methods and analysis 
for big data, including text mining, sentiment analysis, information 
and data visualization, netnography, follow-the-thing methods, mobile 
research methods, multimodal analysis, and rhythmanalysis. It debates 
new concerns about ethics, privacy, and dataveillance for big data quali-
tative researchers.

This book is essential reading for those who do qualitative and 
mixed methods research, and are curious, excited, or even skeptical 
about big data and what it means for future research. Now is the time 
for researchers to understand, debate, and envisage the new possibili-
ties and challenges of the rapidly developing and dynamic field of big 
data from the vantage point of the qualitative researcher.
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“Big data is flooding society. In this important and original volume, 
Kathy Mills shows that big data nicely fits with qualitative research-
ers’ pursuit of naturalistic materials. Essential reading for researchers 
and students.” 

David Silverman, Emeritus Professor, Sociology Department,  
Goldsmiths’ College, London University, Visiting Professor,  

UTS Business School

“In the world of social research, there have until now been two 
paradigmatic kinds of methodology, broadly classified as qualitative 
and qualitative. Rarely the twain shall meet, except by awkward jux-
taposition in ‘mixed methods’. Now Kathy Mills introduces us to a 
completely new species of research which is at once qualitative and 
quantitative. Big Data for Qualitative Research is a concisely described 
and elegantly argued account of the new qualitative data sources, 
from social media digital learning environments. Massive in their 
scale, these sources of social evidence require innovative methods, so 
opening new avenues for analysis and lines of interpretation.” 

William Cope, Professor, Department of Education Policy,  
Organization & Leadership, College of Education,  

University of Illinois, Urbana-Champaign
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Many of the emerging insights of qualitative research with respect to 
big data—and in particular, as this book points out, the application 
to big data of established ideas of what constitutes data “quality”—
actually mirror what many quantitative researchers, especially 
medical and social statisticians, are also concerned about. Dataset 
size, while helpful in many ways, does not guarantee either relevance 
or enhanced understanding. Indeed, in many cases, the often uncon-
trolled and haphazard manner in which big data are acquired requires 
new approaches to their analysis. Moreover, because of the size of 
the datasets, there is a strong need for quantitative and qualitative 
researchers to work jointly. In the past, for example, the analysis of 
texts has utilized quantitative techniques and “models” via quantita-
tive coding techniques, and this now is likely to become much more 
important. This book lays out a set of scenarios around big data for 
consideration by the qualitative research community, and quantitative 
researchers too will have a lot to learn from a reading of it.

It is possible to argue that, just as much of the traditional quantitative 
research space occupied by statistical professionals is being infiltrated 
by computer scientists from outside the traditional research community, 
so these and similar professionals, with their expertise in algorithmic 
design, will increasingly invade the sphere of qualitative research, thus 
making it all the more urgent for qualitative practitioners to immerse 
themselves in a deep understanding of quantitative and digital ap-
proaches. A salutary lesson can be found in the so-called “Google flu” 
episode (Lazer, D., Kennedy, R., King, G., Vespignani, A. The Parable 
of Google Flu: Traps in Big Data Analysis. Science [New York, NY]. 
2014, p. 343), where search terms associated with incipient flu symptoms, 
using data derived from Google’s search engines, were associated with 
subsequent flu epidemics in the USA. This appeared to work extraordi-
narily well for a few years in providing early warnings of epidemics until 
it catastrophically failed. One of the lessons of this is that the reliance 
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x  Foreword

on predictions with a lack of any strong theoretical understanding of 
causal relationships between human behavior and real-life outcomes 
is dangerous, and this book elaborates on this. Both quantitative and 
qualitative researchers should beware the “bigger is better” message. 
Kathy Mills has an interesting discussion of issues such as these and 
some of the more outlandish claims of big data “proponents” and use-
fully sets big data in its historical context.

This book also tackles the difficult issues of data sharing and privacy. 
With increasing public awareness of dubious data sharing practices for 
commercial and political purposes, data privacy groups are emerging 
with the aim of protecting individual rights and increasingly legislation is 
being formulated. The effects of this on public willingness to provide data 
and the ability of researchers to access it are discussed in a welcome at-
tempt to raise awareness and discussion of such issues. Likewise, the own-
ership of data and the apparent unwillingness of data custodians such as 
Google and Facebook to allow access to any but their own researchers 
raise important social and ethical issues, and these too are discussed.

This book deals at some length with textual analysis, which is becoming 
increasingly attractive to many researchers with the digitization, system-
atization, and prevalence of analytical tools applied to very large texts, 
whether transcripts of public events or generated from samples of indi-
viduals. The book also discusses applications in the analysis of subjective 
attitudes, visualizations, and ethnography. A whole chapter is devoted 
to big data ethics, especially consent and privacy. The author raises the 
issue of interest conflicts when data are inevitably harvested by commer-
cial or governmental organizations during the course of citizens’ daily 
activities, such as communication with friends or buying goods. What 
does consent mean in these circumstances? The author also mentions the 
“anonymization” problem, where attempts to release data anonymized to 
the extent that they are relatively safe from a malicious “attacker” trying 
to uncover a particular individual’s data, can easily lead to the data being 
so “degraded” that it is unfit for analysis purposes.

The book ends with speculation about the future of big data for qualita-
tive researchers, and a plea for such researchers to become fully involved 
in understanding what is happening, working with quantitative research-
ers in the process, and being prepared to learn new methodologies.

This is a clearly written introduction to this important topic, with 
useful references to existing work. It should be on the reading list for 
all those concerned with big data, not just qualitative researchers.

Harvey Goldstein
London

November 2018
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Big data is evolving at the intersection of technology and changed social 
realities. The early waves of a hardware revolution have provided much 
needed data architectures that are now catching up on software devel-
opments (“Big data needs a hardware revolution”, 2018). Big data has 
appeared in discourses of marketization, touted as a “new class of eco-
nomic asset”, comparable even to gold and currency (Lohr, 2012, p. 1). 
Yet scholars with critical insight see big data as a phenomenon that has 
technological, cultural, and scholarly dimensions (boyd & Crawford, 
2012). Some have called it a “big data movement” (Parks, 2014, p. 355), 
underscoring the ideological nature of big data debates. While the 
term “big” implies that the enormity of the data is important, most 
researchers agree that size alone is an insufficient descriptor of big data 
and that its networked or connected nature is an essential feature.

Big data arguments have drawn attention to the fact that a significant 
proportion of human social interaction today is “informationalized”—
generated and relayed through digital information networks, leaving 
data traces of social interaction that are often geolocated and time-
stamped (Cope & Kalantzis, 2015, p. 196). Such traces of data are 
becoming ubiquitous, prompting researchers to observe the sheer 
magnitude of human social data (Cope & Kalantzis, 2015). At the 
same time, a key feature of much big data is that they are by-products 
of social interactions and processes for which the main purpose is not 
for social research (Shlomo & Goldstein, 2015).

The first mentions of big data were often focused on its computa-
tional affordances. The words of Gary King, director of Harvard’s 
Institute for Quantitative Social Science, have resounded, “The march 
of quantification, made possible by enormous new sources of data, 
will sweep through academia, business and government. There is no 
area that is going to be untouched” (Lohr, 2012, p. 1). Soon after, big 
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2  Introduction

data was quantitatively described as a “newfound ability to crunch a 
vast quantity of information, analyse it instantly, and draw sometimes 
astonishing conclusions from it” (Mayer-Schonberger & Cukier, 
2013, p. 1). Others, such as Lohmeier (2014), acknowledge that, in some 
ways, big data is a natural continuation and progression of scientific 
developments over the past 100 years rather than a giant leap.

Numbers aside, text-based data are similarly amassing at an unpar-
alleled scale, holding considerable potential for qualitative researchers 
to utilize for important questions about human and social behavior 
(Golder & Macy, 2011; King, 2011). In their work, boyd and Crawford 
(2011, p. 5) have raised the vital concern that, “big data risks rein-
scribing established divisions in the long running debates about sci-
entific method”. This book is a response to this fermenting problem by 
reclaiming the potentials of big data for qualitative and mixed methods 
researchers who have been marginalized in the discourse. A current 
search of articles, books, and book chapters that seek to address big 
data specifically for qualitative research, reveals few works of signifi-
cant length (see for an exception: Hand, Hillyard, Pole, & Love, [2014]).

From the perspective of division among fields of research, schol-
arly critiques point to the lack of take-up among social scientists, and 
cultural sociologists in particular, who have largely left the poten-
tials of big data in society “to computer scientists, who possess the 
technological expertise to extract and manage such data, but lack the 
theoretical direction to interpret their meaning” (Bail, 2014, p. 467). 
There are now very few text-based data that are not digitally archived, 
and analyzing textual data has been a strength of many qualitative 
approaches to methodology (Bail, 2014). Qualitative researchers, who 
have traditionally researched society and culture on the ground, can 
understand the potentials and constraints of relevant social data from 
the internet, sensors, mobile phones, wearable technologies, and more, 
in order to address the pressing questions of our times.

This book is intended for anyone who has a stake in the use of 
data, whether for knowledge, research, business, learning, manage-
ment, health, security, science, social science, cultural studies, an-
thropology, geography, data archiving, data infrastructure, higher 
education, policy, and more. Most notably, it seeks to make big data 
meaningful to qualitative and mixed methods researchers. Qualita-
tive researchers, such as ethnographers, as well as mixed methods 
teams, are working with increasingly large and digitalized data sets. 
It is becoming less common to research alone, relying on handwritten 
field notes. Conversely, it is becoming more common for researchers 
to use digitally mediated interviews, recordings and transcriptions, 
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video observations, online or offline data produced by participants, 
digital archives and search engines, data visualizations, and digitally 
supported coding and analysis. Data and metadata are becoming 
thicker, as each recording is time-stamped and each interaction with 
participants comes with metadata that is more accurate than one’s 
memory.

Nevertheless, qualitative and mixed methods researchers largely re-
main skeptical of dataism—the assumption that technology can always 
do better than humans. They do not assume that technically generated 
data is more objective or more reliable, nor does “bigness” render ob-
solete the need for robust theory to interpret the data. Some argue 
that the real value of big data research might be realized when large 
digital, networked data sets are combined with qualitative research 
methods (Lohmeier, 2014). For example, research of the purposes for 
using Twitter could be supported both by the analysis of Twitter feeds 
and by observing and talking with a manageable number of Twitter 
users to understand their insider perspectives (Marwick, 2014).

Examples of significant qualitative research engagement with big 
data include the work of Ignatow and Mihalcea (2013), who pro-
posed a model for big data analysis that synthesizes neuroscience and 
Bourdieusian practice theory (Bail, 2014). Researchers have combined 
big data generated from research-purposed mobile phones for college 
students, with ethnographic fieldwork performed by a participant ob-
servational anthropologist who collected “thick” ethnographic field-
work data on friendship and social relations (Blok & Pedersen, 2014).

In another example, Smith, Cope, and Kalantzis (2017) mapped 
what is recorded digitally as we write using various technologies, to 
show how traces are generated and recorded, and how those mecha-
nisms can matter in tracing learning in education. They demonstrate 
the profound implications for understanding communication, once we 
recognize that almost all new literacies, such as video and image shar-
ing, gaming, blogging, posting, and responding to posts, involve so-
cial skills developed through collaboration and networking in online 
spaces (Jenkins, Clinton, Purushotma, Robinson, & Weigel, 2006).

Ethnographers and other qualitative researchers study in a big data 
world of mediatization—that is, where social life is mediated indirectly 
or directly by digital technologies (Lohmeier, 2014). While qualitative 
researchers have regarded certain geographical or organizational sites 
and fields as a focus of observation, ethnographies in a big data world 
may define a range of digital spaces as a field, whether web sites, fo-
rums or online communities. Yet even the traditional ethnographer 
who participates alongside the researched in relationships of trust finds 
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that when they leave the field, the field relations do not end, because 
relations are not neatly bounded by physical sites (Lohmeier,  2014). 
At the same time, despite the digitization and mediatization of life, 
objects and the sensorial nature of culture and society are still highly 
significant and should not be ignored. Digital and online research 
needs to account for the interaction between what is done online and 
the material parts of the interactions that involve bodies and tangible 
keyboards in geographical locales.

A key point then is that a big data world is gradually changing the 
multisited, material or immaterial, flexible, multimodal, and multi- 
mediated nature of qualitative research. These transformations call 
for qualitative researchers to be ready to make shifts in research data 
collection, analysis, archiving, and sharing, and to be open to thinking 
about, discussing, and doing research differently where it can advance 
knowledge. At the same time, big data researchers need not become pre-
occupied with the research affordances of data-driven approaches to the 
point that they fail to ask the most relevant research questions.

Current debates about big data and its potentials and limitations 
for qualitative research can be informed by what is known about the 
general methodological problems and transformations brought about 
through digitization. For instance, there are changes to the nature of 
texts, media, objects, and means of qualitative research, including the 
shape of research communities, technological architecture, and regu-
latory bodies that influence how research can be conceptualized, con-
ducted, shared, and valued (Hand, 2014).

Even if researchers do not wish to engage in big data analytics, the 
pervasiveness and rapid advance of big data technologies are already 
having an impact on the way qualitative research is conducted, evalu-
ated, and shared. For example, the affordances of qualitative coding 
software are expanding, and funding bodies often place increasing 
weight on large-scale qualitative research which is seen as having 
greater rigor, impact, and national benefit than studies with small 
numbers of participants (Camfield, 2018). Qualitative research can be 
done at various scales, yet researchers have drawn attention to the im-
portance of the quantity as well as the quality of the data. Williams 
and Morrow (2009, p. 578) suggest that the “quantity of data is key” 
to supporting the categories or themes, to understand their richness 
and complexity, and to strengthen the trustworthiness of the findings.

Importantly, complementing the computational emphasis in much 
big data research, this book is a recognition of the value of small data. 
As boyd and Crawford (2012, p. 7) argue, “Research insights can be 
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found at any level, including at very modest scales. In some cases, fo-
cusing just on a single individual can be extraordinarily valuable…
in some cases, small is best”. Qualitative researchers are united in 
the view that working with enormous data sets does not define good 
research (Lohmeier, 2014, p. 79). Likewise, Borgman (2015, p. xviii) 
puts the everyday nature of data in perspective:

Data rarely are things at all. They are not natural objects with an 
essence of their own. Rather, data are representations of observa-
tions, objects, or other entities used as evidence of phenomena for 
the purposes of research or scholarship…big data is not necessar-
ily better data.

The real significance of research is largely a consequence of asking the 
right research questions. Most importantly, whether big or small, the 
real worth and value of data is realized in its use (Borgman, 2015).



We are living in an era of massive digital change that is transforming 
the fundamental nature of communication and the way we research. 
The prevalence and potential of big data has captured the imagination 
of public media since early articles in The Economist (Cukier, 2010) 
and The New York Times (Lohr, 2012). Premier scientific journals, 
such as Nature (“Community cleverness required”, 2008) and Science 
(“Special online collection: Dealing with data”, 2011), launched special 
columns dedicated to the discussion of big data. Big data across a 
broad range of fields is collected, analyzed, stored, and disseminated 
digitally. These changes have contributed to a variety of responses, 
ranging from the amplification of big data promise, to digital angst 
about ethical and productive ways to exist amid digital change and 
disruption. What constitutes appropriate use of big data in contexts of 
increasing global multiplicity of texts, information, and facts?

The digitalization of data is becoming ever more apparent, func-
tioning in transformational ways in everyday life for individuals and 
organizations. Digital data is particularly salient given the broadened 
range of communication channels, media, and social media. Data is 
now generated rapidly from a variety of sources, such as social media 
and video feeds, mobile devices, radio frequency identification read-
ers, genome sequences, medical databases, software logs, and wireless 
sensory networks (Fuller, Buote, & Stanley, 2017). The main big data 
types commonly cited include social media data, transactional data, 
administrative data, sensor data, and personal data, such as from 
tracking devices (Shlomo & Goldstein, 2015).

Big data is generating immense interest from researchers, research 
grant funding bodies, industries, marketing companies, and beyond. 
Researchers may find the terminology and analytic methods associated 
with big data confusing, such as data mining, machine learning, senti-
ment analysis, and deep learning. In addition, there are new methods 
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of text, image, audio, and video analytics (Fuller et al., 2017). Across 
many disciplines, researchers can no longer ignore the big data hype, 
as many seek to know how big data practice can transform the future 
of fields that use both quantitative and qualitative research methods, 
and to determine whether new analytic methods for big data can help 
to answer different kinds of research questions in innovative ways.

Even if qualitative researchers may not need real-time analytics 
to answer questions urgently, there is an unprecedented quantity of 
textual data beyond the internet that is potentially useful to qualita-
tive researchers, such as digital copies of almost every book published 
(e.g. Google Books), news archives and newscasts (e.g. Proquest), leg-
islative reports and discourses (e.g. National Archives of the United 
States and Great Britain), podcasts, historical audio sources, local 
town hall meetings, interviews, and field notes [e.g. Dataverse Network 
or Economic and Social Data Service (ESDS) Qualidata]. There are 
increasingly fewer types of text, image, and speech-based data that 
are not being archived by someone (Bail, 2014). Qualitative researchers 
typically invest large amounts of time manually organizing and coding 
textual, image, and video data, while qualitative data may be trans-
formed into quantitative data to apply data mining and visualization 
techniques (O’Halloran, Tan, Pham, Bateman, & Vande Moere, 2018).

Aims of this book

This book addresses the roles of both big data and qualitative research 
in a world in which there are data of massive breadth across so many 
fields and spheres of human activity. Within the academic commu-
nity, some have argued that big data renders small-scale research, 
commonly used in the social sciences and humanities, potentially at 
risk (Alberts, 2012; Berlekamp, 2012; Mayer-Schonberger & Cukier, 
2013). If social and behavioral data that were previously the locus of 
much qualitative research have been “datified” (Strong, 2013), is the 
role of the qualitative researcher losing a significant foothold? Before 
researchers blindly follow big data trends, questions need to be asked 
about the accessibility, ethics, utility, costs, and limits of big data. 
What is the scale of analysis necessary to understand phenomena in 
the particular area of research interest?

Is the use of big data incommensurate or diametrically opposed to 
the values of the qualitative researcher? Should big data and quali-
tative research be seen as complementary and suited to particular 
types of social questions and problems? What exemplars do we have 
to support the integration of qualitative methods with big data in 
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mixed methods research investigations, which integrate the combined 
strengths of quantitative and qualitative interpretations to address re-
search problems?

This small book on big data debates both the limits and potentials of 
big data for qualitative researchers. After historically contextualizing 
big data in Chapter 2, it outlines a range of big data methods and an-
alytic tools that are increasingly of interest to qualitative researchers 
in Chapter 3. The potentials and pitfalls of big data are examined, 
including assumptions about who has access to big data and who 
misses out. Chapter 4 explores big data methods and analytics, with 
an eye towards new developments for qualitative researchers. Later 
chapters discuss issues of ethics and privacy in a risk society, such as 
surveillance and data ownership. Together, the chapters explore some 
of the potentials of combining the strengths of big data with those of 
qualitative research, such as combining automated tools for the anal-
ysis of big data with the interpretative theories or cultural frames of 
reference generated through qualitative research. Such approaches 
can use qualitative research to contextualize the social milieu in which 
the data were produced (Mills, 2017).

Throughout the volume, I address critical questions, debates, and 
perspectives of big data trends, unearthing both the promises and 
challenges. This is vital given current and future opportunities for big 
data applications, and conversely, new concerns about ethics, privacy, 
surveillance, and secondhand digital data use, on the other. The use 
of data, whether big or small, must account for the burgeoning array 
of data forms that extend well beyond numerical data to include mul-
timodal data—data that includes combinations of words, images, 
audio (e.g. sound effects, music, voice recordings), moving images 
(e.g. video), and three-dimensional designs. The notion of big data 
has inspired, excited, confused, frustrated, and provoked researchers 
worldwide as digital media render voluminous data sets more readily 
discoverable, distributable, open to scrutiny, and more efficiently able 
to generate answers to the questions that researchers ask (Mills, 2017).

Chapter snapshot

This chapter will define and debate the role of big data for research-
ers, while considering the questions that big data poses for qualitative 
researchers. Too often, data experts do not acknowledge the different 
roles and values of researchers who work in fields with little data, rare 
data, or even with no data (Borgman, 2015). To qualitative researchers, 
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data can include vastly diverse traces of human activity across a vari-
ety of modes and media—data which is often not primarily numerical 
(e.g. video, photographs, conversations, 3D printing, drawings, tap-
estries). Thus, to the qualitative researcher, big data might appear on 
the surface to be somewhat irrelevant. However, qualitative research-
ers are increasingly conscious that scholarship occurs in a digitally 
networked world (Borgman, 2018), and most qualitative data can be 
rendered, analyzed, archived, and shared digitally. The digital trans-
formation of information and communication technologies means 
that qualitative researchers are not insulated from the changes that 
are opening up new efficiencies, larger data sets, quicker analysis, and 
new ways of answering important questions. Some disciplines have 
been slower than others to recognize and harness the potentials of new 
big data analytics, such as sentiment analysis, machine learning, and 
techniques for big data visualization.

Defining big data

What exactly constitutes big data, and how do qualitative research-
ers come to terms with this phenomenon? There are almost as many 
definitions of big data as there are theorists. For example, some sim-
ply define big data as “enormous datasets” that may be structured, 
semi-structured, or unstructured (Chen, Mao, & Liu, 2014), while 
others argue that the main emphasis to date in much of the literature 
is on unstructured data (Dedić & Stanier, 2017). The size of big data 
is constantly changing with technological advances, rendering the 
use of terabytes or exabytes to define big data as an inexact science. 
Regardless, there is agreement that big data are diverse, complex, and 
massive in scale, requiring specialized analytic tools and technolo-
gies to capture, process, and reveal insights in a timely way (Hashem 
et al., 2015).

Many specify the characteristics of big data using the three V’s: 
volume, velocity, and variety (Chandler, 2015; Laney, 2001). Volume 
refers to the mass scale of data, although theorists acknowledge 
that the relative scale varies across different disciplines. The current 
volume of big data is historically unprecedented, and increasing every 
year (Fuller et al., 2017).

Velocity refers to the rapid generation of data or timeliness. Examples 
of high-velocity applications include machine sensory monitoring in 
production lines, satellite imagery, credit card fraud detection, wear-
able data, parcel tracking and other global positioning applications, 
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social media feeds, customer web browsing, power usage data, and 
clickstream analysis of web user data to recommend products and tar-
get advertising.

Variety addresses the various modalities or types of structured, 
semi-structured, and unstructured data, which may include numerical 
data, textual data, audio, images, and so on (Chandler, 2015). Integrating 
different types of data from multiple sources can potentially address 
new questions. Using multiple data types is called data fusion—this 
may produce more accurate, complete, and contextualized information 
than what can be achieved through analyzing as single type of data.

Others have added a fourth V—value—which refers to the need 
to extract the often-covert value from enormous, rapidly generated 
data sets of various types (Chen et al., 2014). Still others have added a 
fifth V—veracity—meaning the quality of the data or low “noise” in 
the data. A shift in any of these dimensions can influence the scale of 
research and scholarship (Fuller et al., 2017).

Distinguishing between big and not big is problematic, because data 
can be big in a multitude of ways—such as what can be done with them, 
the insights that they reveal, and the scale of extraction and analysis re-
quired to make them useful (Borgman, 2015). The challenges of manag-
ing data of significant volume, velocity, and variety have actually been 
discussed since the turn of the twenty-first century, including debates 
about 3D data (Laney, 2001). The term “big data”, however, was only 
added to the Oxford Dictionary in 2013, defined as “data of a very large 
size, typically to the extent that its manipulation and management pres-
ent significant logistical challenges” (cited in Borgman, 2015, p. 6).

I define big data as rapidly generated, digitally encoded information 
of significant volume, velocity, variety, value, and veracity: Data that is 
used as valued evidence for a phenomenon, and which often has relation-
ality with other networked data (Clarke, 2016; Mills, 2017). Big data needs 
analyses to be useful for scientific work or knowledge production, and a 
common feature of big data is the associated logistical challenges of its 
analysis, manipulation, reduction, and management, due to its enormity.

It is also important to consider what is meant by the contested term 
“data” in scholarship. The term “data” refers to “entities that are used 
as evidence of phenomena for the purpose of research” (Borgman, 
2015, p. 29). Entities include any variety of forms of information 
suitable for interpretation—from material objects, such as sculptures, 
artwork, and drawings, to digital data, such as digital images, textual 
data, and numerical information. When referring to entities, data is 
used in the plural form, except when referring to data as a concept. 
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It is important to recognize that data are not truths in themselves, but 
rather, are facts or sources of evidence that are used to support a claim 
about reality (Borgman, 2015).

Big data examples

Digital data, such as third-party cookies, web and marketing ana-
lytics, on-site web engagement analytics, GPS tracking, and other 
tracking technologies, are like footprints marking time and place, 
creating ongoing records of social communication, and location ac-
tivity (Mills, 2017). Common types of big data can include traces of 
human activity captured on social media, learning analytics, business 
and operational data, web and mobile analytics, streaming data, com-
mercial and government data, and sensory data from the Internet of 
Things or IoT. Other applications of big data include visualizations of 
large data sets, machine learning, sentiment analysis, opinion mining, 
computer-assisted content analysis, natural language processing, 
and automated data aggregation and mining (Lohmeier, 2014; Parks, 
2014). For example, Google manages one of the largest sources of big 
data, enabling analysis by the public through the open access tool, 
Google Insights. Apple, Twitter, and Facebook also keep big data, 
with some companies granting researchers access to subsets of data, 
such as iScience Maps™ for Twitter (Reips & Garaizar, 2013).

Social media sites generate large bursts of data of current relevance 
about a significant, but inexhaustive number of users. Screen-scraping 
refers to the extraction of information from internet sites, and data is 
collected and used for social purposes that range from gene sequenc-
ing to consumer behavior, and from learning analytics to predictive 
analytics (Bail, 2014; Siegel, 2013). The spread of mobile technologies 
has assisted the scope of these and other kinds of big data, with higher 
numbers of devices owned by family units and users throughout most 
parts of the world (Borgman, 2015).

Digital data are becoming computation intensive and data inten-
sive, and its manipulation often requires significant logistical chal-
lenges (Meyer, 2009). The IoT is increasingly becoming an important 
source of big data, as sensory technologies become more consistently 
used to collect usage and environmental, geographical, logical, and 
astronomical data. Mobile devices, transportation facilities, public fa-
cilities, and home appliances are becoming data acquisition technolo-
gies that are connected to the IoT. Currently, internal data owned by 
enterprises are the main sources of big data (Chen et al., 2014).
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Impact of big data on research fields

So which research fields have taken up big data? The research potentials 
of big data have been explored in a growing number of fields that include 
political science (Clarke & Margettes, 2014), global league tables in edu-
cation research (Crossley, 2014), learning analytics (Rockwell & Berendt, 
2016), immigration control and border security (Ajana, 2015), business 
scholarship (Frizzo-Barker, Chow-White, Mozafari, & Ha, 2016), and 
civil strife management (Nardulli, Althaus, & Hayes, 2015). Stock mar-
ket shifts are traced in communication scholarship (Bollen, Mao, & 
Zeng, 2011), while patterns in children’s media cultures have also been 
observed (Montgomery, 2015).

Big data has been used for forensic social science in sociology 
(McFarland, Lewis, & Goldberg, 2016), applications in human geography 
(Kitchin, 2013), disaster response and recovery (Ragini, Anand, & 
Bhaskar, 2018), monitoring disease trends in public health (Paul & 
Dredze, 2011), and e-cometrics (O’Brien, Sampson, & Winship, 2015), to 
name a few. New research fields, such as digital humanities, have bur-
geoned in the big data era (Bail, 2014). Fields such as astronomy, genom-
ics, physics, macroeconomics, and digital humanities tend to work with 
very large volumes of data, while a large number of scholars in some fields 
conduct research with minimal amounts of data (Borgman et al., 2016; 
Sawyer, 2008). This is by no means an exhaustive list, as newer forms of 
big data analysis, such as text, video, image, and learning analytics, are 
emerging globally.

Big data and digital life

As a consequence of the internet and the associated mobile tech-
nologies, big data is networked, connected, and traceable, but more 
difficult to analyze with conventional statistical analysis software 
(Snijders, Matzat, & Reips, 2012). Big data researchers aim to harness 
the potentials of computational capability and algorithmic accuracy 
to mine, examine, engineer, and employ extensive digital data sets to 
discover new findings about phenomena. In some quarters, the use of 
big data is undergirded by the epistemic assumption that big is better, 
offering increased sophistication, power, and forms of intelligence— a 
claim that has been challenged by qualitative researchers and other 
existing literature (see, e.g., boyd & Crawford, 2011).

While the world appears to be overflowing with big data, or the so-
called “data deluge” highlighted by the Economist in the article “Data 
Everywhere” (Cukier, 2010), what is significant is the assumption that big 
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data-driven knowledge is changing the way in which knowledge is gen-
erated, analyzed, shared, or governed (Chandler, 2015). In areas such as 
international relations, discussions have centered on the possibilities for 
solving problems of international scale through applications of knowledge 
generated by access to big data. These include prevention and timely re-
sponses to natural disasters, global conflict, climate change, disease man-
agement, and other societal problems that transcend national boundaries 
in globalized societies. For example, research published in Nature used 
the frequency of Google search engine queries to track outbreaks of influ-
enza (Ginsberg et al., 2009). More recently, researchers have argued that 
along with epistemological and ontological assumptions of big data, we 
need to engage with more fundamental concerns regarding privacy and 
surveillance, data access, ownership, and civil liberties (Chandler, 2015).

Limits and assumptions of big data

In their work, boyd and Crawford (2011) have contended that big data 
has emerged as an interplay of three features:

	 i	 technology available to maximize computation power and algo-
rithmic accuracy to gather, link, and compare large data sets;

	ii	 new possibilities for analysis of large data sets to make claims; and
	iii	 a widespread belief that large data sets offer a higher form of in-

telligence or knowledge that can generate insights of truth, objec-
tivity, and accuracy that were previously impossible.

This third point is important because it addresses the epistemic 
assumptions about the nature of truth and how to acquire it that pro-
vided fertile ground for big data hype. Examples of such outlandish 
beliefs held by earlier proponents of big data are illustrated in claims 
of Berry (2011, p. 8): “Instead of philosophy…computationality might 
be understood as…an ontological ‘epoch’ as a new historical constel-
lation of intelligibility”. Others include Anderson (2008), Editor in 
Chief of Wired, who argues of the “petabyte age”:

This is a world where massive amounts of data and applied math-
ematics replace every other tool that might be brought to bear. 
Out with every theory of human behaviour, from linguistics to 
sociology. Forget taxonomy, ontology, and psychology. Who 
knows why people do what they do? The point is that they do it, 
and we can track and measure it with unprecedented fidelity. With 
enough data, the numbers speak for themselves.



14  What is big data?

Anderson’s infamous commentary is extremely provocative, since he 
belittles the theory-generating role of whole disciplines (e.g. psychol-
ogy, linguistics, and sociology) in guiding research, and the emphasis 
on research that seeks to examine human motivation. It epitomizes 
the unchecked assumptions that often pervade big data hype. It ig-
nores the tendency towards confirmation bias—the use of analytics to 
support or favor preexisting beliefs. It also fails to acknowledge some 
of the biggest obstacles to using big data, such as the almost ubiqui-
tous lack of information about the social contexts in which the data is 
produced (Griswold & Wright, 2004).

Small data researchers have called for the need for strong theory 
to ensure the big V-value of big data is realized. Bail (2014, p. 465) 
argues, “while computer scientists have produced powerful new tools 
for automated analyses of ‘big data’, they lack the theoretical direction 
necessary to extract meaning from them”. While computer scientists 
perhaps cringe at such blanket criticism of their discipline, a key point 
is that big data research can potentially benefit from the input of the-
oretically and qualitatively oriented researchers. Likewise, qualita-
tive researchers can benefit from the expertise of big data computer 
scientists, statisticians, and informatics experts to address new re-
search questions with rapidly generated, varied, and larger-scale data. 
Selected methods of collecting, analyzing, and interpreting any type 
of data depend largely on the expertise of researchers in the domain 
(Borgman, 2015).

Big data beginnings for qualitative research

Researchers are beginning to challenge the status quo, theorizing new 
epistemologies and practices of big-small data research, similar to what 
many now describe as quali-quantitative research (Latour, Jensen, & 
Venturini, 2012). For example, the Copenhagen Social Networks 
Study has explored this nexus by integrating ethnographic and com-
putational methods to investigate the social relations and friendships 
among 1,000 students, drawing on the experience of interdisciplinary 
research teams that combine sociologists, physicists, anthropologists, 
computer scientists, and economists (Blok & Pedersen, 2014).

The large team of more than 25 researchers made continuous 
recordings of the freshman class using smart phones supplied to 
the students. The researchers tracked face-to-face encounters via 
Bluetooth, geo-location proximities using GPS, social network 
data via apps, and telecommunication data via call logs. They com-
bined this big data with ethnographic fieldwork performed by a 
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participant-observational anthropologist within the freshmen group 
who collected “thick” ethnographic fieldwork data on friendship 
and social relations (Stopczynski, Sekara, & Sapiezynski, 2014). The 
findings examined how friendships, networks, and behaviors form, 
offline and online, and insights about how the researchers themselves 
study “big data” and “small data” in a single project, including how 
they handled issues of ethics and privacy.

The point is that big and small data methods are not mutually ex-
clusive, and indeed, researchers are combining them in productive 
ways. While qualitative researchers are often reluctant to give much 
credence to the big data hype, in some disciplines at least, there may 
increasingly be an element of truth in Wang’s (2013, p. 1) caution that 
“ethnographers must engage with big data for fear of being minimized 
as a small line item on a budget, relegated to the ‘small data’ corner”. 
Stoller (2013, p. 1) argues that “The problem of big data is here to stay, 
which means that in the coming months and years we’ll need a legion 
of ethnographically trained analysts to produce ‘thick data’ to save us 
from ourselves”.



Even before the advent of the printing press, a deluge of information 
was described in the ancient biblical text, “Of the making of books, 
there is no end…” (Ecclesiastes 12:12). Census data was used for 
governance by ancient Babylonians in 3800 bc. Fast forwarding to 
1887, Herman Hollerith invented an electric machine that read holes 
punched into paper cards to tabulate the 1890 USA national census 
data. This innovation reduced the census data processing time to one 
year instead of eight (Friedman, 2012). What might be surprising to 
some is that big data is not an entirely new concept, and the current 
distinction between big data and small data is not as sharp as com-
monly described. This chapter provides a brief background of the big 
data phenomenon and locates earlier developments and uses of large 
textual data sets, as well as the more recent rise of big data rheto-
ric. It sketches the trajectory of contemporary growth in big data re-
search, and the social and technological shifts that have contributed 
to its currency.

Defining data

Before charting the rise of big data, it is useful to locate the simi-
larly popular, but often taken-for-granted plural term “data”—which 
dates back to 1646 in theological scholarship. The use of the term has 
been in a constantly upward trajectory from the seventeenth century. 
Borgman (2015) observes that data was involved either as a set of prin-
ciples accepted as the basis of an argument, or facts, particularly those 
taken from Scripture. Data did not pertain to scientific or mathemat-
ical evidence gathered through observation or experimentation until 
the late eighteenth century. The term “data” is now in its fifth century 
of use, and has taken on multiple meanings that shape and are shaped 
by advances in digital technologies (Borgman, 2015; Rosenberg, 2013).

2	 Big data in historical context
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Big science and small science

Contemporary big data debates are somewhat analogous to the differ-
entiation in the 1960s about big science and small science (Borgman, 
2015). As coined by De Solla Price (1963), “big science” is comprised of 
collaborative efforts by groups of researchers who exchange knowledge 
both unofficially and officially across the globe. Rather than referring to 
the measurable size of scientific research ventures, the modifier big prin-
cipally denotes the maturity of science. In contrast, little science refers to 
small-scale work by many individual researchers or small teams—work 
that produces findings, theories, or methods to address particular re-
search problems for a community or locale. Little science is often more 
flexible to include novel and varied methodological approaches, and 
these are typically locally analyzed and owned (Mills, 2017).

Beginning of big textual data

While we are currently witnessing a “big data movement” (Parks, 2014, 
p. 355), past data sets (e.g. census data) were collected and analyzed, and 
were much larger than some current examples of big data. Diary stud-
ies in qualitative research have a long history of very large-scale and 
often longitudinal use, such as the Mass Observation project of 1937 
to the early 1950s (Bancroft, Karels, Murray, & Zimpfer, 2014). This 
decades-long, large-scale research program documented the minutiae 
of everyday life in Britain through a national consortium of diarists of 
varied gender. The research team collected the diaries in monthly inter-
vals, and the diaries differed greatly in form, length and detail. These 
extensive narrative or textual records of significant scope and dura-
tion afforded a remarkable and insider view of early twentieth-century 
British life and culture (Bancroft et al., 2014; Mills, 2017).

Another early example of qualitative or narrative data collected on a 
massive scale is the International Time-Use Study of 1965, by Szalai (1972), 
in which enormous volumes of data were rapidly generated from 2,000 
participants. The adult participants, ages 18–64, from 12 countries kept 
continuous logs to map their individual time use over the course of each 
day. The original logs were later expanded to connect other large data sets 
on budget, spending, wages, transportation, leisure, and other dimensions 
of economy and time. These kinds of big data diary studies continued 
into the late twentieth century, including project SIGMA—Socio-sexual 
Investigations of Gay Men and Aids (1986–1994) by Coxon and colleagues 
(1993), that gathered 1,035 narrative diaries to chronicle the changing life-
styles of gay men in response to HIV infection (Mills, 2017).
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While the “digital turn” (Mills, 2010) has rendered manual, large-
scale recording of daily activities virtually obsolete, situating the 
groundswell of interest in big data within a historical context demon-
strates that the largeness of big data is not the main development. Data 
sets generated through large networks by research participants have 
a long history. A key difference today is that huge amounts of data 
are routinely collected and stored digitally. Thus, what distinguishes 
big data from these earlier large studies is that it is often not inten-
tionally engendered by researchers to test a theory, because big data 
wrangling—the extraction, cleaning, and transformation of unrefined 
(and often messy) data sources—often, though not exclusively, aims to 
gain insights from existing data after the data has already been rapidly 
generated and stored (Boehmke, 2016; Chandler, 2015; Mills, 2017). 
Data collection to most researchers, whether qualitative or quantita-
tive, is an expensive, time-consuming investment, and the potential 
to access big data naturally holds great appeal. However, the use and 
reuse of existing data, owned by one or more enterprises, involves 
political, ethical, and epistemic questions about data production, 
privacy, access, and ownership (Bancroft et al., 2014).

Big data: Coining and use

While the use of large data sets clearly has a long history, the use of 
the term “big data” is relatively recent. According to commentaries 
of the 1980s, the 1830s and 1840s were associated with an “explosion” 
of numbers, which made statistics an essential feature of data analy-
sis, particularly for nation-states and governments to classify citizens 
(Porter, 1986). One of the earliest works on this topic, though again, 
prior to the use of the term “big data”, is Hacking’s (1991) piece on the 
history of statistics. He reflects on an “avalanche of numbers” and a 
“sheer fetishism of numbers” (p. 192). His late twentieth-century com-
mentary similarly identifies a data deluge that occurred during the 
1820s to the early 1840s.

Tracing the changing esthetics of information, analytics, and the 
place of media in constitutions of knowledge from 1945 to the 1970s, 
Halpern (2015) critiques an important shift in the moral values and 
esthetics of data including debates between modern and prewar con-
ceptions of truth and certainty, and soon after, the embracing of com-
munication and cybernetics. For example, after the Second World 
War, information inundation was often associated with totalitarian 
regimes. Since the 1970s, satellite-based surveillance systems, such 
as those produced by MacDonald, Dettwiler, and Associates (MDA), 
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have been turned into a multibillion dollar commodity and the com-
mercialization of outer space (Willis, 2016). Alongside developments in 
computing, these technologies have contributed to increasingly precise 
and efficient data mining and surveillance for astronomy, telecom-
munications, meteorology, navigation, space exploration, and other 
“panoptical” architecture for global surveillance (Foucault, 1977).

At the turn of this century, there was a renewed interest in accounts 
of the use of statistics for governance and control of populations, 
such as in the lectures of Foucault (2007) on security and territory, 
Desrosières (2002) on the politics of large numbers, and Elden (2007) 
on governmentality and calculation (Beer, 2016). Social commentator 
Hacking (1991) contended that the “statistics of populations…form an 
integral part of the industrial state” (p. 183). Postmodernity is char-
acterized by unprecedented archiving of cultures and populations 
(Featherstone, 2000), while (often misplaced) faith in big statistics 
has contributed to new regimes of truth about society (Beer, 2016). 
As Beer (2016, p. 3) contends, “The collection of statistics is a great 
bureaucratic machinery…itself part of the technology of power in a 
modern state”.

Notably, big data have been supported by infrastructures and 
modes of governance of the state, and with the rise of the internet, 
corporate, commercial, and social data gathering. Thus, while the 
term “big data” is recent, particularly the emphasis on the rapid 
generation of enormous and varied social and digital data, it ex-
tends previous eras of information expansion. The information del-
uge has conceptually become a data deluge, and data are seemingly 
revered as information (Beer, 2016; Borgman, 2015). This follows an 
epistemic shift towards statistics and observation, and an historical 
preoccupation of states and organizations with governance, territo-
ries, and surveillance,  intensified in scale and scope through com-
puting infrastructure, satellite-based innovations, and commercial 
interest (Ajana, 2013; Beer, 2016; Kitchin, 2014). The vast accumula-
tion of big data and the development of technical infrastructure to 
support it are perhaps less striking than the ideological assemblages 
that prop up its commercial, legal, and economic power.

Uses of big textual data today

Criticism of the big data concept aside, qualitative researchers in the 
twenty-first century are collecting and curating increasingly larger 
and more varied nonstatistical data, such as digital images and text, 
multimodal data, websites, web diaries or logs (blogs), online chat, 
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tweets, geospatial data, and screen casts (digital recordings of com-
puter screen output). The prevalence of mobile devices, wearable tech-
nology, bring your own technology (BYOT) education programs, and 
user-generated web 2.0 content has opened up new potentials for re-
search participant engagement in producing naturalistic data. Video 
recording, though sometimes perceived as a more intrusive form of 
observation, produces multimodal data of far greater detail than writ-
ten field notes, and requires greater uploading, transcription, analysis, 
and digital archiving capacity. Digital qualitative analysis and archiv-
ing of narrative data must adapt to “new forms of data as they appear” 
(Borgman, 2015, p. 21). Much “thicker data” can be generated more 
rapidly by potentially larger numbers of participants than in the past, 
such as through crowdsourcing, calling for new computer-assisted 
ways to reduce and analyze big qualitative data.

Consider computation history—an approach that uses new compu-
tational tools with a variety of digital source materials to open up novel 
ways of understanding historical documents and narrative data. To 
overcome the costs and inefficiencies of individual qualitative research-
ers manually reading rafts of historical documents, computer programs 
can more rapidly search text and make connections to augment data 
analysis. Other historians have experimented with digitally visualizing 
the vast amounts of data—such as from shipping logs—enabling view-
ers to see geospatial trajectories over time (Hoffmann, 2013).

Another key development in qualitative big data is crowdsourced 
research, such as distributed video ethnography. These are collabora-
tive forms of research in which multiple participants collect naturally 
occurring observational data, such as asking youth to record their 
everyday literacy practices using wearable cameras (Ronksley-Pavia & 
Barton, 2017), or activity tracking using participants’ smart devices. 
Methods in which participants contribute to data collection have ex-
isted since the days of the large-scale diary and mass observational 
studies of the 1930s–1950s described earlier in this chapter. New digi-
tal technologies have removed some of the organizational, technical, 
and logistical barriers previously associated with distributed research, 
while also reducing some of the costs and time for the practical labor 
of field work (Bancroft et al., 2014).

Methods of crowdsourcing, from geographical mapping to web 2.0 
participation, actively involve participants in the research process to 
democratize big data practices. A recent example of crowdsourced quali-
tative research “at a distance” is the Operation War Diary project, which 
involved users transcribing and classifying British Army war diaries from 
1914 to 1922. Research participants become “citizen historians” who 
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used the Zooniverse platform to classify diary pages, tagging them with 
names, places, unit information, weather, activity, casualties, and other 
information, translating potentially unstructured information into a sort-
able data set (Bancroft et al., 2014).

Knowledge politics and the history of big data

In sum, accounts of the history of big data are sometimes contradictory. 
For example, Letouzé (2012) claims that the big data revolution is a very 
recent phenomenon—less than a decade old. In such de-historicizing 
accounts, big data is presented as a clean, dramatic historical break or 
relatively discrete historic point in which the growth of data became 
exponential. Others do not posit a clean, historic break, but as demon-
strated here, map both the recent use of the term “big data”, and its 
historical antecedents and development, including its positive and 
negative consequences for research, individuals, and society (Burns, 
2015; Elwood & Leszczynski, 2013). Knowledge politics pervade any 
account of the history and making of big data, including assumptions 
about what counts as big data, to what social ends they are used, and 
whose interests they serve.



It has been recently claimed that “the world’s most valuable resource 
is no longer oil, but data” (The Economist, 2017). The growing big data 
literature and research points to both the challenges and possibilities 
of using this so-called “digital oil” (Yi, Liu, Liu, & Jin, 2014) for re-
search and other academic or corporate purposes (Sivarajah, Kamal, 
Irani, & Weerakkody, 2017), while specific directions and applications 
for qualitative research are still emergent (Mills, 2017). In recent times, 
new benefits of big data analytics (BDA) have been advanced and 
demonstrated in relation to text mining in the humanities (Rockwell & 
Berendt, 2016), sentiment analysis of tweets (Yu & Wang, 2015), and 
visual analytics in undergraduate health education (Vaitsis, Nilsson, & 
Zary, 2014). Online software has been developed to generate a range 
of machine-enabled data on students’ written compositions for educa-
tional practice and research applications (Smith, Cope, & Kalantzis, 
2017). Methods and software have been proposed in social semiotics 
to integrate qualitative multimodal analysis with data mining and vis-
ualization (O’Halloran, Tan, Pham, Bateman, & Vande Moere, 2018). 
In educational research, a wide range of writing and learning envi-
ronments and online tools are used to capture and collate learning 
process data (Knight, Shum, & Littleton, 2014).

When purposefully realizing these potentials, researchers are also 
navigating the logistical challenges, costs, and responsibilities. Some 
of the commonly observed difficulties include the complexities of in-
tegrating multiple data sources (Gandomi & Haider, 2015), a lack of 
knowledge, and an insufficient number of skilled personnel or data sci-
entists (Kim, Trimi, & Chung, 2014). Others have pointed to difficulties 
keeping pace with new data infrastructure requirements (Barbierato, 
Gribaudo, & Iacono, 2014), such as scalable and flexible technologies 
to manage substantial amounts of data, whether textual or multimedia 
(Sivarajah et al., 2017). In terms of data management, there are new 

3	 Challenges of big data for 
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issues for ownership, authenticity, privacy, security, data governance, 
and data and information sharing (Barnaghi, Sheth, & Henson, 2013; 
Sivarajah et al., 2017). This chapter extends recent debates about the 
challenges and potentials of BDA for qualitative researchers who work 
with digital data.

Qualitative researchers are well positioned to generate research 
questions that can be productively answered by large textual data sets, 
often having trustworthy repertoires of analytic methods to reduce, 
analyze, combine, interpret, and theorize multiple data sets across 
modes and media (Mills, 2017). Cultural sociologists, for example, 
who often gather unstructured, qualitative data in situ, have drawn 
attention to the slow uptake of big data in certain fields, despite its 
suitability for qualitative analysis:

Inattention to big data among cultural sociologists is…surpris-
ing since it is naturally occurring—unlike survey research or 
cross-sectional qualitative interviews—and therefore critical to 
understanding the evolution of meaning structures in situ.

(Bail, 2014, p. 467)

The collection of naturally occurring big data could be conceived as 
a different type of naturalistic inquiry—a hallmark of much qualita-
tive research (Silverman, 2015). In naturalistic or qualitative inquiry, 
phenomena are often studied in their natural setting, and researchers 
aim to understand the social and cultural world from participant 
perspectives and observations of everyday social life. Big data is of-
ten unstructured, digital data that occurs as a byproduct of social 
interaction, including transactional, organizational, governmental, 
educational, or security processes, to name a few “patches” of contem-
porary social life. Another feature of big data that is consistent with 
qualitative research is an emphasis on rich or thick textual and image 
data, such as tweets, posts, blogs, chats, websites, legislation, e-books, 
news reports, and archived town hall meetings—potentially valuable 
narrative data suitable for qualitative analysis (Mills, 2017).

It is important to note that qualitative research is not homogenous 
or monolithic, but includes a diverse array of methodologies, each with 
their distinctive strengths. For example, participatory action research 
(PAR) positions the action researcher in relation to personal prac-
tice, while striving for research to be democratic and empowering—
potentially life-enhancing for the participants (Gibson, 2002; Koch, 
Selim, & Kralik, 2002; MacDonald, 2012). The utilization of big data 
for PAR must attend to these important criteria. One way to achieve 
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the emancipatory goals of participatory research with large data sets 
would be to use distributed ethnographies and other crowdsourced 
research in which participants contribute to data collection about 
their own social practices. In this way, the use of crowdsourced data 
could benefit significantly from the application of PAR principles and 
vice versa.

There are many applications that can be installed on personal mo-
bile devices to self-monitor and track activities, and which can be 
reflected upon to empower the future decision-making of research 
participants. For example, apps that monitor heart rate, activity, nu-
trition, sleep, mindfulness, and location-based data can be used to be 
reflexive about personal health, and to inform personal goal-setting 
and change. Most strands of qualitative research can potentially make 
greater use of relevant text-based data across a range of modes that 
proliferate online, with an increased array of digital devices and data 
dashboards documenting everyday social activities.

Mixed methods research teams can combine big data analysis with 
case studies—combining interviews, focus groups, or participant 
observation with large-scale social media data—to make connections 
between rich data from individual users and large data trends. For 
example, social network analysis, a form of BDA, emphasizes the re-
lationships among interacting units that facilitate flows of informa-
tion. It has been used to map where these flows occur and to point to 
disruptions or ruptures in these networks (Mills, 2017; Todd, 2008). 
In separate studies, qualitative researchers have conducted multisite 
ethnographies to understand relational ties, illustrating how the on-
line networks of adolescents are typically friendship driven (Ito et al., 
2008; Mills, 2017). Mixed methods designs could combine such meth-
ods to address different dimensions and scales of social action.

The use of such complementary data sets can also inform the 
selection of mathematical models, such as those used to understand 
the micro-process of social media networks (Snijders, Matzat, & 
Reips, 2012). Bringing together teams of qualitative researchers with 
big data analysts could further elucidate the social basis or micro-
mechanisms of online social tie-formation, such as how they differ 
for particular individuals, groups, and networks across different so-
cial media platforms. Essentially, qualitative research is useful for 
generating and refining theories to explain social and community 
practices. Data always belong to somebody, whether they are big or 
small. Most big data is constructed in situ and can be recovered ac-
cordingly (Christians & Carey, 1989; Mills, 2017).
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There are potentials for taking a small data approach to research 
questions that aim to understand the motivations and beliefs of so-
cial actors, and combine it with the study of big data patterns of 
online, geo-spatial, or social behavior. For example, Google tracks 
what users search for, Twitter captures what social actors share, and 
Amazon monitors what people purchase (The Economist, 2017). Con-
ventional qualitative methods, such as ethnographic interviews and 
on-the-ground observations, can help to interpret how big data is 
produced in situ, from a smaller, but repeated number of cases, such 
as in homes, schools, workplaces, and recreational sites. In this way, 
context-specific qualitative analysis of social practices and participant 
perspectives can be combined with BDA to enrich understandings 
of participant views to narrativize big data’s general trends, together 
mapping and elucidating the dynamics of social networks (Lohmeier, 
2014; Mills, 2017).

A potential contribution of the qualitative researcher is to investigate 
the underlying micro-processes that contribute to network character-
istics or patterns in big data. Without the insights of qualitative re-
searchers, algorithms and models are often developed on the basis of 
calculability, manageability, and numerical explanation, without an 
orientation towards robust theories of social or behavioral processes 
(Snijders et al., 2012). Similarly, BDA can show online user trends, the 
location of activities, or what users purchase, but it cannot explain 
why users access certain sites and make certain purchases, or access 
participants’ subjective perceptions and feelings about their purchas-
ing practices (Borgman, 2015; Mills, 2017). Qualitative methodologies 
can augment and adapt principles of BDA to attend to the implicit 
meanings and motives that undergird strings of words, images, and 
other digital artifacts to illuminate the cultural scripts through which 
humans understand and act upon their world (Bail, 2014).

Challenges of working with big data

Certainly, big data is radically changing the way research is done in 
some disciplines, and there is a clear shift towards the development of 
research infrastructure, products, and services to account for big data 
trends (Mills, 2017). Across many scholarly communities, digital data 
have become more rapidly generated, stored, mined, and distributed 
(Borgman, 2015). However, theorists have also pointed to some key 
caveats, some of which are discussed here and in Chapter 5 (privacy, 
surveillance, and ethics) of this volume. Previously, boyd and Crawford 
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(2012) and many others (Baym, 2013; Clarke, 2016; Perera, Ranjan, 
Wang, Khan, & Zomaya, 2015; Philip & Bilyana, 2017; Trottier, 2014) 
have raised concerns:

There is a deep government and industrial drive toward gathering 
and extracting maximal value from data…information that will 
lead to more targeted advertising, product design, traffic plan-
ning, or criminal policing. But we do think there are serious and 
wide-ranging implications for the operationalization of big data, 
and what it will mean for future research agendas.

(boyd & Crawford, 2012, p. 13)

It is worth considering whether or not big data means better data for 
the purposes to which the data will be used. Borgman (2015) uses the 
long-tail metaphor to characterize the availability and use of big data 
across research sectors. Data used by a small number of big scien-
tists working at the head of the curve tend to use large volumes of 
homogenous data, similar in content, form, and structure. For such 
standardized data, it can be economically beneficial to develop shared 
infrastructure, data, tools, and services. However, small scientists at 
the end of the tail typically work with data that is characterized by 
greater variety, comprising heterogenous content, structures, modes, 
and materials of representation. Qualitative researchers are typically 
more able to adapt unique research methods and analytic tools to the 
data at hand. Much high-quality research and scholarship today is 
still conducted by individuals or small research teams who work with 
relatively small amounts of research funding and conventional meth-
ods to address exploratory cases of a more local nature, and which 
often utilize site-based observation on the ground. In such cases, the 
value of shared infrastructure and data, as well as large data sets, are 
often not as evident.

In addition to the field-specific divides in the application of big data 
research and BDA, there are clear geographical trends emerging, with 
China currently and significantly leading the way by the total quantity 
of published research on big data, followed by the USA, Australia, UK, 
and Korea, respectively. However, the USA leads the way in business 
scholarship of big data (Frizzo-Barker, Chow-White, Mozafari, & Ha, 
2016). Countries that have been slower to undertake and disseminate 
research of big data and BDA include Belgium, Czech Republic, 
Denmark, Hong Kong, Norway, and Russia, perhaps pointing to the 
beginnings of a global divide (Sivarajah et al., 2017).
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Complexities of data privacy and ownership

Several scholars have raised the complex problem of data ownership 
that arises in many uses of big data for research (Kaisler, Armour, 
Espinosa, & Money, 2013; Nath, Liu, & Zhao, 2007; Sivarajah et al., 
2017). These authors cite examples from social media research of sites 
such as Facebook, Twitter, and Instagram, in which both the authors 
of the posts and the social media platforms have claims to ownership 
of the data. Large data management is continually evolving, requiring 
new data governance to address data ownership, security, privacy, and 
data sharing. For example, the transfer of location-based information 
over networks has raised privacy concerns for data owners (Sivarajah 
et al., 2017; Yi et al., 2014).

When researchers create big data projects, significant investments 
have been made to streamline processes, while privacy issues often 
hinder the sharing of data between organizations and between de-
partments within large organizations (Krishnamurthy & Desouza, 
2014). Much digital data is ubiquitous, continuously and naturally 
occurring, and publicly accessible. Despite being authored to fulfill 
a particular social function, it becomes analyzed and shared for an 
unintended purpose, with unintended effects from the perspective of 
the research participants (Lyon, 2001).

The public is becoming increasingly aware of these risks, which 
can lead to self-suppression and greater caution when sharing con-
tent in online spaces. The risks of sharing personal information online 
contribute to problems of erroneous content in media or online data 
(Trottier, 2014), and the need for researchers to distinguish between 
truth and fake news, and between fictitious and genuine online iden-
tities, and to ensure the reliability of research claims. User-generated 
web content is always “curated” by the author in some way to present 
a particular version of reality or fiction. Public awareness of privacy 
and security issues in online environments has begun to shape more 
cautious public engagement with digital technologies (Trottier, 2014).

Challenges of big data acquisition

A key issue for qualitative researchers, who are often based in univer-
sities, is the problem of big data acquisition. Does big data afford easy 
access to large amounts of useful data? Digital data generated daily are 
potentially very useful, having the advantage of being almost completely 
networked between multiple things and people (boyd & Crawford, 2011). 
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However, there are important questions to ask about who gets access to 
big data, under what terms, and for what purposes (Qiu, 2015). Complex 
research questions about human behavior and society require identifica-
tion of patterns within relevant data, and these data are typically owned 
by individuals and organizations. Access may depend on a convergence 
of interests or goodwill from the owners of different data sources, and 
often the payment of large fees. The use of big data is similarly encum-
bered by established institutional protocols and issues of ownership, hu-
man relationships, and new implications for research ethics that are only 
beginning to be understood (Mills, 2017).

Despite the claims about the usefulness of big data that is put to 
secondary uses, and calls to make other (non-big) data accessible for 
secondary uses through open data, many qualitative research areas are 
data-poor fields where good data are hard-won and precious (Sawyer, 
2008). Qualitative researchers are typically rewarded for generating 
original data, and few would disagree that competitive research fund-
ing is often awarded to those who are gathering something fresh, or 
who are analyzing data in new ways to solve complex problems using 
innovative techniques. Reusable data, whether repurposed big data, 
or open access smaller data, is becoming increasingly important in 
research of astronomy, social media, town modeling, public health, 
climate research, and dry lab research in the biosciences, to name a 
few fields (Borgman, 2015). Yet the most competitive grants and pub-
lications are those that address topics and provide solutions for prob-
lems that require new data, bigger quantities of data than in the past, 
or data collection, reduction, and analysis in more innovative and 
cost-efficient digital ways (Mills, 2017).

A sizable proportion of potentially repurposed big data will remain 
proprietary data. Certain data cannot be released by law—embargo 
periods may apply that delay the use of data beyond its period of 
relevance—and individual human research data may be too sensitive 
(Borgman, 2015). Entities that have the power to release data may see 
that the risks and the hidden costs necessary to make the data useable 
and interpretable outweigh the benefits of releasing data for use by 
others. Big data produced by companies or social media sites require 
vast amounts of attention to maintaining and organizing metadata to 
be able to reuse the data. Furthermore, big data rendered in digital 
form are potentially more short-lived than cultural artifacts and even 
paper records, due to the rapid change of technologies and the soft-
ware used to store and analyze them. In addition, the further from its 
origin that data are extracted and applied, the further data are open to 
complex issues of ethics, access, and decontextualization (Mills, 2017).
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Even in a context in which social media data has exploded, research-
ers who work for companies like Google, Facebook, or Microsoft will 
have vastly privileged access to data that university-based qualita-
tive researchers do not. Typically, social media companies are the 
gatekeepers of very large social data, while corporate entities typi-
cally restrict access to data or charge a fee for researchers to access 
smaller data sets (Manovich, 2011). In their much-cited article, boyd 
and Crawford (2012, p. 22) argue that “those without access can nei-
ther reproduce nor evaluate methodological claims of those who have 
privileged access”. Therefore, social media end users simply cannot 
access and process the same velocity of data as the internet giants 
(Trottier, 2014). Certain internet giants and researchers based in in-
dustrial roles have even suggested that academics are ill-equipped to 
research social media data that industry can do better, thus under-
mining the research community by designating insiders and outsiders 
(boyd & Crawford, 2012).

Researchers who have attempted to share big data have also demon-
strated the difficulties that arise when making data available to other 
researchers in ethically responsible ways, such as by de-identifying the 
original data for use by other researchers. Daries and colleagues (2014) 
shared data generated from Massive Open Online Courses (MOOCs), 
with the twofold goal to permit other researchers to: (1) reproduce the 
outcomes of the analysis and (2) perform new analyses beyond the in-
itial research. They were required to de-identify the data to protect 
student privacy under the district regulatory regime, but when they 
compared statistics on the original data set and the de-identified data, 
there were major discrepancies. For example, the original study found 
that 5 percent of the students enrolled had received certificates, while 
the curated data set cut that percentage by half (Mills, 2017). Such 
modifications distort the “truth” of the original data set considerably, 
because analysis of the modified data sets may result in incorrect sta-
tistics. For example, the information may be incomplete, particularly 
when anonymized, so that researchers cannot adjust for demographic 
factors, like age, gender, and socioeconomic factors. Scholars in some 
fields are uncertain about the utility of the open, reusable data for 
replication or innovative analysis by other researchers (Daries et al., 
2014). This case illustrates the fundamental tension between generat-
ing and curating data sets that meet the ethics requirement of ano-
nymity, while providing useful, openly accessible data to advance new 
knowledge (Mills, 2017).

Similarly, there are big data divides entangled with issues of ac-
cess: Between those who have access to big data and those who do 
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not, between those who have the computational expertise and means 
to analyze it and those who do not. There is a chasm between those 
who need essential community collections of big data to answer their 
questions and those who prefer to work longitudinally with a cultural 
community. Even when researchers have easier access to shared big 
data via national data repositories, there is the problem of misinter-
pretation and misuse. Social media data must be interpreted with 
an understanding that user-generated content is usually carefully 
curated, and is not a transparent window into the self (Labrinidis & 
Jagadish, 2012). Mayer-Schönberger and Cukier (2013) warn that un-
derlying data used to generate knowledge may be big, but could be 
used inappropriately (Mills, 2017).

Big data, like small data, may be biased, misused, or misleading, 
and fail to capture what authorities or internet giants purport that 
it quantifies. However, when compared to the use of small data, the 
consequences of big data misuse will be much greater. And while big 
data has the potential for optimizing and advancing the efficiency of 
research and scholarship, more than ever before, there is the need for 
reason, theorization, problem-solving, originality, and social justice 
in determining what questions can be served by the data and whose 
interests they serve (Mills, 2017).

The ready supply of big data does not mean that rare data sets no 
longer exist or are no longer needed in many fields of research. There 
will always be the need for difficult-to-obtain qualitative data. A ready 
supply of statistics and the vast scale of data in the digital world are 
often not useful for answering the kinds of research questions that 
qualitative researchers are asking. For example, how can big data help 
us understand remote Indigenous communities and their cultural be-
liefs and epistemologies? How can we study rare chromosomal dis-
orders through big data, since there are very few people in the world 
who have these conditions? While many rural contexts cannot escape 
from digital transformation, there are likely to be digital data research 
“black spots”—research about people who have limited access to the 
internet, such as those in remote rural areas, the very elderly, the very 
ill, the disabled, children, refugees, people living in infrastructure that 
has been destroyed by natural disasters, and babies too young to leave 
a digital footprint, to name a few examples (Mills, 2017).

Most importantly, the value of data is not tied to the data itself, but 
to what questions can be answered by those data. Even when research-
ers think they are asking valuable questions about data and publish the 
findings, millions of research articles that are openly accessible to the 
public on Google Scholar remain uncited by people beyond their own 
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research teams for years, raising questions about the cost of making 
raw data reusable to produce more uncited papers that are competing 
for attention in a data- and opinion-overloaded world. Creative use of 
big data requires being able to ask the significant questions within a 
research field at relevant times in history, while finding a fit between 
readily available data and the most pressing human problems to forge 
new frontiers of theory (Mills, 2017).

Challenges of BDA

A challenge of analyzing big data is to do so in a way that brings “Big 
Value” (Sivarajah et al., 2017). The next step after data acquisition is 
to extract the required information from the underlying sources and 
to translate it into a form suitable for analysis (Labrinidis & Jagadish, 
2012). Even if data is acquired inexpensively, such as through open 
access databases, the purposeful use of big data is often very costly 
because the information collected will typically not be in a format 
ready for analysis. Labrinidis and Jagadish (2012) elaborate some of 
the difficulties of BDA:

Data analysis is considerably more challenging than simply lo-
cating, identifying, understanding, and citing data. For effective 
large-scale analysis all of this has to happen in a completely au-
tomated manner. This requires differences in data structure and 
semantics to be expressed in forms that are computer understand-
able, and then robotically resolvable. Even for simpler analyses 
that depend on only one data set, there remains an important 
question of suitable database design.

(p. 2032)

Large-scale data mining requires efficient accessibility, integration, 
and cleaning of trustworthy data, and suitable computing environ-
ments with interfaces that support declarative query and the use of 
scalable mining algorithms (Labrinidis & Jagadish, 2012).

BDA is now often performed by data scientists—dubbed the “sexiest” 
profession of the twenty-first century—while the current and predicted 
future shortage of highly skilled professional in this field is a commonly 
cited problem (Davenport & Patil, 2012). This has potential conse-
quences for data analysis, but also for locating skillful peer reviewers 
among the scientific community.

Technologies for BDA are developing rapidly, while the human re-
sources to leverage big data are lagging behind. Currently, much of 
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the sorting of valuable data still requires differing degrees of man-
ual human analysis (Sivarajah et al., 2017). The high costs of big data 
analysis are associated with staff wages and specialized data training, 
though some predict that effectively deployed BDA, machine learning, 
and artificial intelligence will gradually lower the threshold of human 
effort and its associated expenditure (Davenport & Dyché, 2013). Big 
data monitoring, such as social media analytics, requires specialized 
hardware, software (e.g. advanced big data analyzing technologies), 
analytic methods, and staffing, which offset the cost savings of using 
open access data sources (Sivarajah et al., 2017).

While qualitative researchers may not ever need to use petabytes or 
zettabytes of data to answer research questions, digital data sets, par-
ticularly those that use moving visual data, are potentially much larger 
than those in previous decades. The sheer volume and velocity of big 
data is a well-recognized challenge for BDA, including its heterogene-
ity and ubiquity, which makes retrieving, processing, integrating, and 
analyzing large-scale data difficult without novel approaches and data 
mining techniques (Barnaghi et al., 2013). But qualitative research-
ers are not insulated from the trend towards digital data sets that can 
accumulate in richness, detail and size very significantly over short 
periods of time, even when researching modest numbers of research 
participants.

Similarly, qualitative researchers increasingly work with structured 
and unstructured digital data sets that are characterized by greater 
variety, such as video and audio recordings, screen capture, game play 
clips, digital compositions and games created by participants, mobile 
data, and data captured by sensors in wearable technologies (e.g. Go 
Pro cameras, Smart watches). Qualitative researchers are using a wider 
range of observational and textual data, including participant blogs, 
e-books, e-literature, digital archives, web analytics from participant 
dashboards, augmented and virtual reality data, emails, text messag-
ing, policy documents, transactional data, and participant-generated 
web content, social media posts and web logs. The increased variety of 
qualitative and descriptive data sets calls for new ways of managing, 
combining, reducing, coding, analyzing, de-identifying, interpreting, 
and gaining value from heterogenous data sets that provide “thicker” 
and more detailed descriptions about participants, cases, cultural 
communities, or design-based research interventions than ever before.

In the context of the digitization in society and across all fields 
of research, increasingly larger data sets are transforming the way 
qualitative researchers work. There are now examples of enormous, 
longitudinal, and cross-national narrative data sets, such as the HIV 
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prevention study which was based on 2000 narratives sampled from 
a larger set of 75,000 narratives collected during 1997–2014 in South 
Africa (Winskell, Singleton, & Sabben, 2018). The large-scale re-
search systematically compared contextualized, social, and cultural 
representations of HIV in countries with varied sociocultural, epide-
miological, and policy history, without sacrificing narrative richness. 
The sampling, data management, and analysis strategies used in the 
study enabled the identification of patterns across the participating 
countries—Burkina Faso, Kenya, Nigeria, Senegal, and Swaziland 
and time points (1997, 2000, 2002, 2005, 2011, 2013, and 2014), and 
permitted the in-depth analysis of thematically linked groups of tran-
scribed texts (many of the original texts were handwritten).

Research interest in storytelling, narrative inquiry, and similar 
qualitative research methods is growing (Winskell et al., 2018), with 
ever-increasing masses of descriptive data now able to be accumu-
lated, managed, coded, and translated to quantitative formats to map 
the distributions, frequencies, and intersections of thematic codes to 
enable comparisons. Descriptive data analytics is the simplest form 
of big data that reveals what has already occurred (as opposed to 
predictive or prescriptive analytics) to identify, describe, and sum-
marize patterns in dialogue, text, or observed social action that is 
analyzed after it has occurred (Sivarajah et al., 2017). If big and small 
data are seen as a continuum, rather than as a dichotomy, then qual-
itative researchers who have traditionally worked with small sample 
sizes may increasingly deal with larger and thicker digital data sets 
in a digital age. As narrative data thickens, there is a growing need 
for researchers to familiarize themselves with more automatized and 
efficient digital methods of descriptive data analytics.



In the age of “petatides” or “zettafloods” of data, big data analytics 
has become a buzzword in the research literature, while larger digi-
tal data sets sometimes call for new methodologies, data collection 
methods, analytic tools, and theories to engage in data-intensive 
inquiry. This is occurring across a range of research fields, from 
the physical and social sciences (Hey, Tansley, & Tolle, 2009), to 
education (Smith, Cope, & Kalantzis, 2017), and to the arts and 
humanities (Borgman, 2009), sometimes referred to as “humanities 
2.0” and “digital humanities” (Delyser & Sui, 2013). As human 
relationships and social action become mediated by digital technol-
ogies, qualitative methods are undergoing a gradual transforma-
tion, such as ethnographies in online environments that are now 
aptly called “netnographies” (O’Donohoe, 2010), employed by so-
cial media scholars to effectively research the social interactions of 
youth (Montgomery, 2015).

The growth of digital humanities is similarly associated with in-
creased efforts to cross conventional qualitative-quantitative divides 
(Delyser & Sui, 2013). This chapter points to some of the potential 
synergies between qualitative approaches and big data analytics, 
as researchers work with larger and more heterogenous data sets 
and use computer-assisted analytic tools with increased affor-
dances for mixed methods research designs. It explores some of 
the new techniques and directions for adapted methodologies for 
qualitative researchers to optimize hybrid analytics methods—text 
mining, opinion mining or sentiment analysis, data visualization, 
netnography, mobile research methods, follow-the-thing methods, 
and rhythmanalysis. It considers the use of multimodal analysis for 
heterogenous digital texts that combine images, words, audio, and 
other modes, and which span multiple media.

4	 Potentials of big data 
analytics for qualitative 
researchers
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Text mining

Text mining and text analysis have recently gained the spotlight due to 
the rise of big data, becoming synonymous for a broad range of compu-
tational methods that search, retrieve, and analyze textual data. Text 
mining originated in information management fields, while text anal-
ysis began in the humanities with the manual analysis of text, such as 
indexing and alphabetical Biblical concordances. Text mining or text 
analytics seeks to extract relevant information from document collec-
tions, enabling the exploration of interesting patterns in unstructured 
document data (Truyens & Van Eecke, 2014).

Text mining involves applying a text mining tool to large collections 
of documents that contain written words, such as diverse collections 
of journal articles, social media posts, advertisements, or emails. 
Researchers can use it to quickly and efficiently locate relevant infor-
mation to answer a research question, particularly in cases where the 
amount of textual data is very large. Rather than simply searching 
for key words, as occurs in a Google search, text mining searches for 
more precise concepts, phrases, sentences, and relationships, drawing 
on Natural Language Processing (NLP) algorithms, with techniques 
to examine words in their context, and to recognize similar concepts 
to draw inferences from the data.

The steps of text mining broadly involve gathering the text, preproc-
essing (data preparation and transformation), and then indexing terms 
to create a list of words, their location in the textual data, and numer-
ical values, allowing structuring of the processed data. Next, mining 
of the preprocessed data involves identifying terms, disambiguating 
concepts, and identifying relationships between terms, including algo-
rithm, inference, and information extraction. Finally, analysis of the 
raw results involves evaluation and data visualization to support in-
terpretation in relation to the research questions under investigation.

While qualitative researchers typically do not have the expertise of 
computer scientists to conduct text mining, they may collaborate in 
research teams with text mining experts. Researchers can take intro-
ductory text mining courses within their disciplines to develop rele-
vant skills, since this is no longer the exclusive domain of the computer 
sciences—particularly as text mining software becomes more com-
mon. Qualitative researchers collect descriptive and textual data that 
often requires some form of computer-assisted or semiautomatic text 
analysis. Computer-assisted text analysis uses a combination of sta-
tistical and pattern-based approaches to support qualitative research 
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designs, and involves more than simply counting frequencies of words 
(Wiedemann, 2013).

For example, open vocabulary analysis can permit multiword se-
quences to create semantic maps to show concept clusters and taxo-
nomic relationships. NLP of this kind can optimize the richness of 
raw, qualitative data to efficiently identify themes (Wenzel & Van 
Quaquebeke, 2018). At the same time, “merely mining the data pro-
vides neither context, analysis, nor interpretation” (Delyser & Sui, 2013, 
p. 296). This is where synthesizing qualitative and quantitative forms of 
analysis may strengthen research designs or research reporting.

The use of data processing for large documents became associated 
with quantitative content analysis from the 1960s, influencing qual-
itative researchers’ perceptions of text analysis software. For some 
decades, the idea of using computers for qualitative data analysis was 
viewed with skepticism because of a history of imperfect quantitative 
content analysis, and to avoid reductionist positivist epistemologies 
historically associated with such methods (see: Wiedemann, 2013). 
Additionally, qualitative researchers do not assume that it is always 
advantageous to increase the number of cases in a qualitative research 
design by using computer software, while potentially losing creativity, 
attention to individual stories, and unanticipated findings through hu-
man or manual coding (Kuckartz, 2007).

The use of computer software for qualitative analysts has been ac-
cepted only gradually since the late 1980s (Wiedemann, 2013). Some 
critique that most early forms of qualitative analysis software pack-
ages remained truly qualitative by simply replicating manual coding, 
organizing, and memo writing “formerly conducted with pens and 
highlighters, scissors, and glue” (Kuckartz, 2007, p. 16). In 1981, one 
of the first qualitative analysis programs, NUD*IST software, stand-
ing for Non-numerical Unstructured Data Indexing Searching and 
Theorizing was developed by Tom Richards, changing the way data 
was analyzed manually by qualitative researchers. In 1989, MAX was 
released for personal computer (DOS Windows), renamed in 2001 
with an.rtf format. In 1999, QSR released NVivo, with a variety of 
software packages for qualitative coding becoming available around 
the same time, such as MAXQDA and later, ATLAS.ti and many oth-
ers (Wiedemann, 2013).

Applying principles of genomics, new analytic strategies have been 
developed for text, which handle lexical items in a similar way as a cultural 
gene. Known as “culturomics” (e.g. http://www.culturomics.org/), within 
digital humanities, such forms of data mining afford new potentials for 
textual analytics (Michel et al., 2010). Culturomics and tools similar to 

http://www.culturomics.org
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Google’s Ngram database (https://books.google.com/ngrams), for exam-
ple, may be utilized to address research problems, cultural trends, or dis-
ciplinary patterns, which were previously difficult to analyze qualitatively 
(Michel et al., 2010).

Today, qualitative researches, who may not have previously con-
sidered using it, can now work with large text corpora, and search 
databases of digitalized artworks, images, newspapers, digital books, 
articles, or music. They can potentially find cultural and social patterns 
from millions of status updates, cell phone records, sensor data, and 
dashboard data. Much data is now digitally searchable, while quanti-
tative data mining methods may have particular purchase in certain 
studies and fields (Berry, 2012; Bodenhamer, Corrigan, & Harris, 
2010). The era of big data and digitally mediated research is open-
ing up different kinds of fusions and interactions between qualitative 
and quantitative approaches, even if the “quantification” involves, at 
the most elementary level, translating textual data into frequencies, 
or creating visualizations of patterned words and themes (Borgman, 
2009; Delyser & Sui, 2013; Sieber, Wellen, & Jin, 2011).

The realization of the text mining potentials for qualitative data 
analysis has only recently emerged (Wiedemann, 2016). Scholars in 
some fields have conducted studies that highlight the use of data or 
text mining strategies to analyze qualitative data, such as interviews in 
pediatric cancer patient research (Rasid, Nohuddin, Alias, Hamzah, & 
Nordin, 2017). Qualitative data mining (QDM) has been used in child 
welfare research to process unstructured and existing narrative data 
(e.g. risk assessments, investigative narratives, court reports, and con-
tact notes) that are held in administrative data systems about children 
in foster care (Henry, Carnochan, & Austin, 2014).

For example, the research by Henry and colleagues (2014) first ap-
plied code-based data analysis to map the types of phenomena that 
were captured in the administrative database, followed by a “within 
case” analysis to describe individual cases. QDM often involves iden-
tifying bounded sites, contexts, or cases for analysis, and can be inval-
uable in fields where administrative documentation has proliferated 
and administrative data systems have made these data more accessi-
ble to researchers. Such collaborations require strong relationships of 
trust and shared interests between university and industry or agency 
partners, with secure data retrieval and protocols for maintaining 
confidentiality.

Wiedemann (2016) recently observed that debates about the use 
of software to analyze qualitative research have diminished, and 
computer-assisted qualitative data analysis (CAQDA) has been widely 

https://books.google.com
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received (Wiedemann, 2013). CAQDA and computer-assisted mixed 
methods research analysis are increasingly used to manage very large 
qualitative and mixed methods data sets, with related software offer-
ing functionality to support an array of analytic methods, such as open 
coding, linking and organizing data, content analysis, transcription 
analysis, conversation analysis, discourse analysis, grounded coding, 
and recursive abstraction (Banner & Albarrran, 2009). However, qual-
itative researchers are conscious that the technologies or software for 
analysis is not ideologically benign, because its design and affordances 
play a role in how knowledge is shaped (Wiedemann, 2016).

Opinion mining or sentiment analysis

An area of big data analytics that has gained traction is sentiment 
analysis, emotion AI (artificial intelligence), or opinion mining, which 
is applied to research that aims to understand opinions or affect in 
large, unstructured textual environments (Ragini, Anand, & Bhaskar, 
2018). The main task of sentiment analysis, a type of machine learn-
ing, is the detection, extraction, and quantification of subjective ex-
pression in textual data by classifying polarity of sentiment—positive 
or negative (Troisi, Grimaldi, Loia, & Maione, 2018). Some argue that 
neutral sentiment can or should also be important in certain analy-
ses (Koppel  & Schler, 2006). Sentiment analysis may also attend to 
discreet emotions, such as happiness, satisfaction, anger, and disgust 
(Shayaa et al., 2018). Advanced sentiment analysis may attend to nu-
merical coding of the intensity, force, or graduation of the sentiment—
how strong the sentiment is—which can be realized grammatically 
with intensified lexis (e.g. uneasy +1, anxious +2, petrified +3) and as-
signed mathematical values (El Alaoui et al., 2018).

Opinion mining and sentiment analysis are supported by the use 
of software to identify and classify opinion computationally, such as 
through NLP, text analysis, computational linguistics, and biometrics 
to determine the attitude of the writer (Banerjee, 2016). For exam-
ple, Leximancer™ supports a form of automatic sentiment analysis, 
allowing researchers to select user-defined constructs, such as posi-
tive and negative sentiment. By simply clicking the positive or negative 
“sentiment lens” button, researchers can track favorability measures 
within text, based on an expansive thesaurus of affect terms and their 
derivatives (e.g. anger, angered, angering, and angers).

Qualitative researchers and applied linguists have developed frame-
works for manually analyzing opinion or attitudes in discourse or 
written text, such as Martin and White’s (2005) appraisal framework, 
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which may potentially be extended to refine sentiment analysis tech-
niques, software development, and for optimizing user-options in text 
mining software. Such analytic work (manual) has been extended to 
the multimodal analysis of affect in photographs (Mills, 2016), ani-
mations and audiovisual texts (Mills & Unsworth, 2018), and other 
multimodal texts that combine words, images, audio, and other modes 
to show opinion (Economou, 2009).

In conventional discourse analysis of affect, applied linguists can 
attend to comparative and superlative morphology (somewhat, quite, 
most), repetition (very, very pleased), and punctuation (exclamation 
marks). Manual coding can account for emoticons that are used in 
short digital text, and SMS language and chat abbreviations (“ILY” 
for “I love you”) with meanings that are shifting much faster than 
other formal language.

Colloquialisms containing reverse sentiment may be misinterpreted 
without accounting for context in sentiment analysis of informal texts 
(e.g. sinful or wicked chocolate cake is positive). Expressions of as-
sessment are based on modal auxiliaries (may, might, could, must), 
modal adjuncts (perhaps, probably, definitely) and modal attributes 
(possible, likely, unlikely) (Martin & White, 2005).

Online sentiment detection is complicated in machine learning—a 
set of methods to automatically detect patterns in data, and then to 
predict future data or perform other decision-making with certainty 
(Murphey, 2012). This is because forms of communication, such as 
text messaging, frequently include abbreviations, truncated sentences, 
and adaptations of grammar and spelling. However, this is an area 
that is rapidly developing, and researchers have now developed algo-
rithms for machine learning, such as Sentistrength™, to address some 
of these issues. This program includes sentiment word strength lists, a 
training algorithm to optimize sentiment word strengths, spelling cor-
rection algorithms, booster word lists, negating word lists, repeated 
letters, exclamation marks, repeated punctuation, and ignoring of 
negative words used in questions (Thelwall, Buckley, Paltoglou, & Cai, 
2010). However, the extent to which machine learning is able to match 
human ability to manually identify emotion manually in written text is 
still debated (Thelwall et al., 2010), and multimodal texts that include 
combinations of human emotive gestures, postures, facial expressions, 
music, and other modes add further complexity.

Even humans disagree on sentiment in language, bringing different 
sociocultural, linguistic, and psychological factors to the analysis of 
feelings—evaluating sentiment is not an exact science. Understanding 
the meaning and function of emotion terms cannot be analyzed by 
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frequencies, but by lexico-grammar patterns and context (Bednarek, 
2015). At the same time, with the proliferation of online texts that in-
dicate sentiment through reviews, ratings, emoticons, and “like” but-
tons, the unstructured data of online opinion has become a form of 
virtual and political currency. The analysis of online opinion can be 
supported by qualitative and quantitative principles and algorithms 
for sentiment analysis, necessary for the meaningful interpretation 
and theorization of emotive textual data.

Information and data visualization

Information and data visualization are often referenced in big data 
research because there are new complexities for the interpretation and 
presentation of big data analytics. Large data needs to be communi-
cated to others in ways that are easily grasped, and which leads to ac-
tion or impact (Tay et al., 2017). At the same time, an array of new big 
data visualization techniques and software abound for making sense 
of data and its relations, primarily for the purpose of data exploration.

As early as the 1970s, researchers promoted the use of visualiza-
tion to explore raw data as a critical first step in research, which can 
enable researchers to see data in a new light, often revealing the unex-
pected (Kirk, 2012). Visualization can also be very useful for display-
ing data at the end of a research project. Visualization can be applied 
to both quantitative and qualitative data. While many are familiar 
with Wordle and tag clouds, there are multiple visualization formats, 
from two-dimensional or planer (including geospatial) and three-
dimensional (volumetric), network, temporal, multidimensional, and 
hierarchical. Visual forms of representation have become a credible 
approach to qualitative data analysis and presentation, supported by 
the expansion of new tools and software.

Very few qualitative studies aim to visualize narrative data from 
interviews, yet recent research has demonstrated that this is useful 
and very possible. Research designs that combine multiple forms of 
digital data and analytic processes are becoming more common, such 
as social media language analysis in organizational studies, where 
researchers can bring together the qualitative and quantitative data 
analysis in the same paper, visually encoding both dimensions of in-
formation content and frequency.

For example, Pokorny and colleagues (2016) developed a way to 
create network graphs from codes that were applied to qualitative 
transcripts using code names and their chronological location. The 
approach enabled the quantification of the qualitative codes using 
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network analysis and graph theory, which is particularly suitable for 
examining interrelations among the codes. They were then able to 
relate associations of network indices with other quantitative varia-
bles using common statistical procedures. Bazeley (2010) has similarly 
demonstrated the transformation of qualitative coding into numerical 
values for statistical analysis, with results presented as visual displays 
of relationships.

Another current example of the novel application of data visualization 
for qualitative research has been led by multimodal semiotics. For exam-
ple, the multimodal mixed methods research framework by O’Halloran 
and colleagues (2018) is based on computational methods for multimodal 
discourse analysis. In mixed methods research designs, qualitative and 
quantitative data often remain as distinct data sets, despite aiming for 
their meaningful integration (Guetterman,  Fetters, & Creswell, 2015). 
The multimodal framework extends advanced mixed methods research 
that draws on data mining and information visualization for big data 
analytics. It enables the interactive and visual representation of ab-
stract data, extending data merging that involves standard statistical 
techniques, graphs, and text-based information displays (for in-depth 
description, see: O’Halloran et al., [2018]).

O’Halloran and colleagues (2018) contend, “[b]uilding on theory from 
information design, computer graphics, human-computer interaction, 
and cognitive science…information visualization permits researchers to 
explore patterns in large, multidimensional data sets in new ways” (p. 28). 
Such visualizations can enable the sharing of qualitative data in novel 
ways to generate original insights, while providing greater opportunities 
to combine and compare quantitative and qualitative results in mixed 
methods research. In particular, network visualizations are highly effec-
tive when they integrate both numerical and textual data, enabling re-
searchers to ask new questions about the data (Tay et al., 2017).

Netnography

Netnography is an ethnographic approach to social media research 
that has the potential to integrate big data analytic methods, while 
upholding similar principles and methods as qualitative research, eth-
nography, critical ethnography, and action research. Netnography be-
gins with the view that the unadapted application of usual qualitative 
research methods to online contexts, such as ethnography and par-
ticipant observation, can be problematic, since these methodologies 
were originally intended for face-to-face contexts (Caliandro, 2014). 
There is now a growing range of digital methods that are particularly 
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well suited to research using big data and digital environments, such 
as those that involve participant crowdsourcing of data collection 
(Marciano, Allen, Hou, & Lach, 2013), and social network analysis 
(Pokorny et al., 2016; Tay et al., 2017).

Some netnographers constrain their data sets to small data, and ap-
ply qualitative analytic tools, such as discourse analysis (Cheek, 2004). 
Other netnographic researchers incorporate large online and unstruc-
tured data, integrating computational analyses and visualization meth-
ods. These netnographers are united by the use of data sets that largely 
originate in, or manifest through, internet and mobile data, akin to 
participant-observational data, but often collected remotely from the par-
ticipants (Kozinets, 2015). In many netnographic research designs, this 
data is often supplemented by other digital data, such as emails, recorded 
video calls, and many other digital and face-to-face methods. Online 
content may be comprised of textual data, photographs, graphics, music, 
video, and other formats, depending on the purpose of the research.

An array of ethnographic approaches has been described to account 
for ethnography in online environments, including digital ethnogra-
phy (Murthy, 2008), netnography (Caliandro, 2014; Kozinets, 2015), 
virtual ethnography (Hine, 2000), web ethnography (Puri, 2007), 
smartphone ethnography (Melles, 2004), and mobile ethnography 
(Büscher & Urry, 2009). These qualitative approaches have emerged 
as more than a set of fashionable neologisms for arbitrary variations 
of ethnographic methodology. Rather, these approaches attempt to 
address fundamental and different logistical challenges of human 
research that are mediated by digital relations.

Recent forms of netnography, such as the approach in Kozinets’ (2015) 
volume, remain grounded in essential ethnographic approaches, such as 
participant observation, while seeking to broaden the scope of qualita-
tive research. More recent adaptations of qualitative methods include 
videography, social network analysis, social media research presence, 
visualization methods, and selective forms of data science and analytics. 
Netnography is very suitable to complement social network analysis, big 
data analytics, smart data, surveys, and predictive modeling. Similarly, 
digital netnographies often draw on the use of computational techniques 
from big data analytics, including social network analysis. Intelligent 
adaptation of older methodologies, rather than discarding conventional 
qualitative approaches, is becoming more common (Kozinets, 2015). 
Thus, in a big data era, qualitative researchers can look to a widening 
range of qualitative approaches to online research, such as digital eth-
nography (Lohmeier, 2014), netnography (O’Donohoe, 2010), and social 
media ethnography (Postill & Pink, 2012).
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Follow-the-thing methods

Follow-the-thing methods may hold new potentials in a big data era 
(Delyser & Sui, 2013), with the rise of the Internet of Things (IoT)—the 
interconnected internet of everyday devices that can send and receive 
data (Adams, 2017). Follow-the-thing ethnographic methods trace 
the journey of material things for knowledge purposes, such as the 
route from production to consumption in capitalist societies, while 
documenting their cultural meanings, function, and associated prac-
tices (Delyser & Sui, 2013). The digital connection of sensor and other 
data from the IoT affords new potentials for tracking the everyday life 
of objects.

The increasing interconnectedness of things is exemplified in the use 
of radio frequency identification (RFID) tags—implanted microchips 
that are as small as a grain of rice, and embedded in clothing, toys, 
pets, products, credit cards, and passports (Hayles, 2009; Mills, 2017), 
as well as global information systems, mobile devices, sensors, and 
associated digital tracking technologies.

To illustrate, Bluetooth tracking device or GPS trackers, such as 
TrackR Pixel™ and Tilemate™, are increasingly purchased and at-
tached to car keys, wallets, handbags, and other portable, personal 
items to locate them when misplaced or lost. Many digital devices 
have built-in, location-based services to approximate the location 
of a mobile phone and its owner, used by telecommunications com-
panies, users, and family members via location sharing apps. Public 
transport services often require the use of cards that digitally trace 
passenger journeys and the associated use of credit. It is becoming 
easier with each new technological development to track the material 
life of things.

Follow-the-thing methods emerged as early as mid-1990s in the con-
text of discussion of multisite ethnography (Marcus, 1995), drawing on 
theories of the famous work, the Social Life of Things, by Appadurai 
(1986). For example, Lash and Lury (2007) follow the movement of 
cultural objects and brands, including Toy Story™, Wallace and 
Gromit™ short feature films, Nike™, Swatch™, Trainspotting™, 
Euro ’96™, and young British artists (YBA™), as they move through 
transformations across countries. Others have mapped the trajectories 
and reuse of shipping materials (Gregson, Crang, Ahamed, Akhter, & 
Ferdous, 2010). Hui (2012) applied follow-the-thing methods involving 
qualitative research methods to follow the socio-material life of things 
involved with bird watching and patchwork quilting. Centering on the 
tangible, inanimate objects within these social practices, the research 
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showed how the transit of objects creates new opportunities for their 
use, such as in multisite performances and instances of consumption 
on the move.

The emergence of the geospatial web has opened up affordances for 
tracking the location of objects in follow-the-thing methods. Mills and 
Comber (2015) have elaborated on socio-spatial and socio-material re-
search trends more broadly:

Geospatial tools have emerged via the Geoweb, such as the widely 
accessible Google Maps and Google Earth platforms, and other 
competing developments…there are new challenges for socio-
spatial literacy researchers to explore new forms of geospatial data 
collection, analysis, and reporting, incorporating moving visual 
images, network analysis, and other spatial presentations of data.

(p. 100)

The geospatial web describes the merging of location-based infor-
mation with information accessed on the internet (Mitchell, 2018). 
With the rise of geospatial tracking and monitoring of devices, ob-
jects, and users, Delyser and Sui (2013, p. 289) argue that geospatial 
mapping of the mobilities of things will become possible for longitu-
dinal research, having “profound implications for human-geographic 
research”, particularly for understanding mobile things and people. 
At that same time, they warn that such transformations trigger new 
“ethical concerns for the people whose lives these things touch and 
thereby monitor” (p. 298).

Mobile research methods

Another area of research that holds potential for qualitative research-
ers to make connections with big data are mobile research methods 
(Delyser & Sui, 2013). Mobile research methods examine mobilities of 
things or people, whether virtual or real, digital or non-digital, which 
can be conducted remotely or with research participants on the move 
(D’Andrea, Ciolfi, & Gray, 2011; Delyser & Sui, 2013). A reinvigoration 
of mobile methods is enabled by the expansion of global mobilities, 
mobile telecommunication, the geoweb, wearable technologies, and 
the ubiquity of mobile communication practices and location-based 
data services. Cultural geographers, sensory ethnographers, multi-
modal semioticians, interdisciplinary researchers, and others have 
demonstrated novel and significant research applications involving 
participants “on the go”.
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Using sensory ethnography as a collaborative methodology, 
Sunderland, Bristed, Gudes, Boddy and Da Silva (2012) investigated 
social determinants of health in place by walking, talking, and filming 
with community participants. The study used a variety of methodolo-
gies, including go-along interviews with key informants, participant ob-
servation, and casual conversation with locals on buses, documentary 
photography, sensory walks, and filmed street interviews. Many of the 
methods enabled the research team to capture insider perspectives on the 
go. In related research, Mills, Unsworth, Bellocchi, Park, and Ritchie 
(2014) conducted sensory ethnography with elementary school children 
to understand children’s emotions in the materiality of lived, embodied, 
and situated experience of their local places. The children represented 
those sensorial experiences multimodally and viscerally through walk-
ing with the camera.

In another example, multimodal semioticians (Jaworski & Thurlow, 
2017) explored non-verbal communication involving gesture and 
movement (kinesics) in tourist spaces through an analysis of video 
data captured as participant-tourist observer through the La Piazza 
del Duomo. Mobile research can utilize a wide range of old and new 
qualitative methods for data collection in transit, from handwritten 
field notes and walking interviews, to walking with video, dash cam-
eras, action cameras (e.g. GoPro™), and other wearable and mobile 
recording devices, or alternatively, using crowdsourced and distrib-
uted research methods to capture research from a distance (Bancroft, 
Karels, Murray, & Zimpfer, 2014).

Mobile research methods are sometimes seen as a part of a “mobil-
ities turn” towards theorizing space in dynamic ways across a range 
of disciplines, positioning mobilities at the nucleus of social relations 
(Grieco & Urry, 2016). In societies in which flows of big data, infor-
mation, objects, and ideas are speeding up, including virtual and im-
agined mobilities, there is good reason to “adopt less static methods of 
exploring our mobile social worlds” (Murray, 2009, p. 1).

Multimodal analysis

Multimodal analysis is a potential space for the analysis of large and 
heterogenous, digital data sets that incorporate combinations of im-
ages, words, audio, gestures, textures, and other modes across mul-
tiple media. The term multimodality refers to the constitution of 
multiple modes in semiosis or meaning making (Bezemer & Kress, 
2014). Modes are defined differently across schools of thought, and 
the classification of modes is somewhat contested. However, from a 
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social semiotic approach, modes are the socially and culturally shaped 
resources or semiotic structures for making meaning (Jewitt, 2017). 
Specific examples of modes from a social semiotic perspective include 
speech, gesture, written language, music, mathematical notation, 
drawings, photographic images, or moving digital images (Mills & 
Unsworth, 2017).

Data has long been multimodal, because human interaction in-
volves diverse kinds of meanings, whether of spoken or written words, 
visual images, gestures, posture, movement, sound, or silence. Yet in 
recent decades, the affordances of people-driven digital media and on-
line textual production have given rise to an exponential increase in 
the circulation of multimodal data in networked digital environments. 
Multimodal data production has become a taken-for-granted part of 
everyday life for many people, and across cultures and societies. There 
is now an ease of producing and working with digital data, images, 
music, video games, apps, and other media via the internet and mobile 
technologies (Mills & Unsworth, 2017). The big data era is an histori-
cal moment that is awash with possibilities for expanding the analysis 
of textual data to attend to the production and circulation of digital 
images, sounds, and other multimodal textual data that proliferate on 
the internet, and which are displayed on tablets, smart phones, and 
wearable technologies.

Rythmanalysis

Big data is produced by some central sources—media and social 
media, cloud platforms, the web, IoT, and data bases—that funda-
mentally emerge from social practices. These provide digital traces of 
human rhythms that may be characterized by continuity and disjunc-
ture, flows, and fluxes, across multiple networks of globalized interac-
tion, and from smaller to larger scales of interaction.

An approach that has new potentials to glean insights from big data 
sources is rhythmanalysis—the study of spatiotemporal rhythms and 
dynamic time-spaces—an approach that has continued to gain popu-
larity (Delyser & Sui, 2013). Rhythms were first conceived by Lefebvre 
(2004, p. 8) as perceptible across a range of context and levels, related 
to the human body or a text or to events and institutions. Rhythms can 
become an analytic tool to understand the patterning of human expe-
rience in everyday life across places and time (Edensor, 2016a), and 
can be analyzed at an urban, regional, rural, state, national, or global 
level (Delyser & Sui, 2013). Rhythmanalysis, according to Edensor 
(2016a), leads to a recognition that “places are always in a process of 
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becoming, seething with emergent properties, but usually stabilized 
by regular patterns of flow that possess particular rhythmic qualities 
whether steady or intermittent, volatile or surging” (p. 3).

Places are constituted by multiple networks, flows, and connec-
tions among objects, people, and data, which are characterized by 
rhythms, many of which offer ontological security and consistency for 
individuals and societies, with the ever-present possibility of rupture 
(Appadurai, 1990). For example, cities are characterized by flows and 
rhythms of people, commuter patterns, work schedules, retail activ-
ities, restaurant surges, waiting times, delivery schedules, electricity, 
water, money, social and weather patterns, telecommunication pat-
terns, security and internet activities, and much more (Edensor, 2016a; 
Elliotte & Urry, 2010). As Edensor (2016b) argues, “the spatial scale 
through which rhythms resound needs to be accounted for”… such as 
“how national and global rhythms increasingly pulse through place” 
(p. 3). Data that are expanding in volume, velocity, variety, and value 
are now collected about these everyday urban rhythms, creating a 
history of their interconnections with other cities and nations around 
the globe.

Researchers in cultural, human, physical, and spatial geography 
have long explored the rhythms of society and the natural world, and 
of bodies and movement, with the intent to expand repertoires of re-
search methods and methodologies (Edensor, 2016b). Rhythmanalysis 
can bring together hybrid qualitative and quantitative research of 
big data traces to analyze spatiotemporal patterns and tensions to 
interpret the role of spatiotemporal rhythms in the production of so-
cial space (Delyser & Sui, 2013). As Lefebvre (2004, p. 15) observed,  
“[e]verywhere where there is interaction between a place, a time, and 
an expenditure of energy, there is rhythm”. Today there are steady 
streams of data that trace everyday rhythms, bringing opportunities to 
ask different questions about these patterns and their dynamic spatio-
temporal specificities, and to potentially collect and analyze rhythmic 
data more rapidly, continuously, and in ways that can generate insight 
about the interconnectedness and disjunctures among rhythms.

Conclusion

This chapter has sought to illustrate a range of potential touch-points 
for qualitative researchers to engage with augmented, digital forms 
of qualitative methodologies in digital worlds, such as netnography 
and mobile research methods. It has envisioned the natural extension 
of CAQDA, rhythmanalysis, and multimodal analysis, and expanded 
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repertoires of analytic processes and techniques for text and opinion 
mining, data visualization, and processing of image and audiovis-
ual data that are now associated with the growing body of big data 
research.

The range of methodologies and methods outlined here for devel-
oping a synergistic relationship between big data analytics and quali-
tative forms of dealing with narrative, digital, unstructured data is by 
no means intended to be all-encompassing. Rather, it is a sampler of 
the diversified options that have arisen in the big data research and lit-
erature to date. Many of these connections are well-recognized, such 
as netnography, mobile research methods, and CAQDA, while others 
are still embryonic. At the same time, qualitative research is not di-
minishing, but rather, as simple Google Ngram search of the phrase 
“qualitative research” suggests, it continues to have a strong, upward 
trend in the literature.

While new opportunities for research innovation and new methods 
are opening up for researchers of digital data, both qualitative and 
quantitative, it is worth acknowledging that digital technologies em-
body particular social norms and values that are tied to who designs 
them, where they were designed, and why, including the institutional 
needs that they serve. When used uncritically, digital tools can serve to 
reinforce rather than challenge existing ideologies, power dynamics, 
and social inequities in ways that are uncritical. Similarly, the devel-
opment of expertise, technologies, and other research infrastructure 
for big data analytics is unevenly distributed across disciplines and 
across the globe (Graham, Hale, & Stephens, 2011). Thus, researchers 
can be mindful of potential conflicts and inequities in terms of big 
data developments, including who gets to play a role in determining 
the direction of big data analytics, along with its associated social and 
technical apparatus (Burns, 2015). Researchers can adopt and adapt 
new practices critically, while recognizing the need to actively play a 
part in determining the future direction of the integration of big data 
in contemporary research environments.



The use of repurposed big data is fundamentally complicated by new 
concerns for ethics, privacy, and social equity. Social theorists since 
the 1990s have recognized the rising threat of manufactured risks—
as opposed to external risks, such as natural disasters—including 
those brought about by digital and technological rationalization (see: 
Giddens, 1999). Yet the rise of big data has increased the scale of pri-
vacy risks to become one of the most significant human-made threats 
to societies’ own making in the twenty-first century (Mills, 2017). The 
production of big data has become one of the “hazards and insecu-
rities induced and introduced by modernization itself” (Beck, 1992, 
p. 21). While issues of privacy and data ownership were discussed in 
Chapter 3 (this volume), in relation to access and logistical problems 
for big data researchers, the current chapter looks at issues of consent, 
privacy, and dataveillance from an ethical perspective.

All data generation and analysis is inescapably tied to ethical con-
cerns, but technological shifts in the production, sharing, and con-
nectivity of big data from multiple sources creates new complexities 
for researchers who wish to reuse “naturally occurring” big data for 
research purposes. For example, some social media researchers ana-
lyze social network data collected by companies, while others critique 
the ethics of organizations that are permitted to collect such data 
about individuals (Borgman, 2015; Bruckman, Luther, & Fiesler, 
2015). Additionally, risks to privacy have taken center stage in the con-
text of the heightened invasiveness of many kinds of big data analysis. 
For instance, analysis with combined data sets based on geographic 
location and internet-based sources has been identified as potentially 
intrusive, even when such data are supposedly anonymous (Fuller, 
2017). Regrettably, data are not always used in empowering or eman-
cipatory ways for research participants, and in social contexts beyond 
academic purposes. Data are always generated for multiple social 
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purposes including to leverage profits, track web usage, create user 
profiles, and generate predictive analytics, whether to manage an or-
ganization, forecast consumer behavior, or govern societies (Kitchin, 
2014; Mills, 2017).

Privacy and dataveillance

Where previously a public-private dichotomy was characterized by 
physical privacy, such as determining the boundaries of one’s home 
or personal property, this dichotomy is not paralleled in the world 
of informational privacy (Mai, 2016). Rather, as Daries et al. (2014) 
contends, “[i]n a contemporary networked digital information society 
people sit in their private homes connected to a public network, com-
municating with private friends using public wires, exchanging private 
information stored on public servers”. In a big data society, the dis-
tinction between public and private has increasingly become blurred.

In a big data age, almost everyone reveals private and personal infor-
mation either wittingly or unwittingly in the performance of everyday 
life—exchanging emails, downloading e-books and music, filling the car 
with petrol, reading the news, sharing photos, tagging friends, “liking” 
posts, buying milk, purchasing online, paying bills, and using a mobile 
phone (Allen, 2013). Irrespective of the reasons for revealing informa-
tion, Mai (2016) contends: “[i]t is almost impossible to perform most 
daily activities without revealing personal information and providing 
fodder for data brokers and big data organizations, whether they are 
private or public” (pp. 192–193). It is standard and regulated practice 
to gain informed, written, and understood consent from anyone whose 
data is harvested. Therefore, many internet-based service providers 
who collect big data gain user consent through a “tick-the-box” form of 
agreement or consent. However, such agreements are typically oriented 
towards reducing risks and liabilities for those who are harvesting the 
data, with impracticably complex and lengthy terms and conditions that 
serve to obscure the participants’ visibility over the use of their data 
(Fuller, 2017). As Wilbanks (2014, p. 235) has noted, internet service 
providers regularly attempt to minimize the ability of the data sharer 
“to comprehend the scope of data, and its usage, through a mixture of 
sharp design and obscure legal jargon”.

Researchers have observed that the rapid amassing of big data has fast 
outpaced technological and legislative protection of individual privacy 
(Adams, 2017). For instance, there are frequent accounts in the news 
of high-profile data breaches and identity theft, particularly for busi-
nesses, where individual or personal data is exposed to unauthorized 
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access that can result in loss of a financial, proprietary, reputational, or 
informational nature (Adams, 2017; Sen & Borle, 2015). Are those who 
consent to share their data with an organization made aware of such 
potential risks to their privacy? Users of digital technologies need to 
understand the way in which their data is generated and shared across 
devices and platforms, and with third parties, as well as be informed of 
the security risks in the event of a data breach. Protecting individual 
privacy in a big data era demands an approach to data analysis that 
prioritizes control of the data by the owner (Adams, 2017).

Some argue that detailed profiles of individuals can be generated from 
users’ digital footprints—a phenomenon called dataveillance (Fuller, 
2017; Raley, 2013). While the use of such monitoring data is useful for 
security services and official agencies to protect individuals from harm 
(e.g. security risks, unlawful activity), dataveillance can also become an 
infringement of privacy. The Investigatory Powers Act 2016 (UK Parlia-
ment, c. 25), sometimes critiqued as the “snooper’s charter”, is an example 
of such uses, requiring web and phone companies to store web browsing 
histories for 12 months, and affording unprecedented access to the police, 
security services, and other government agencies (Fuller, 2017).

In many ways, the traditional “Data-Information-Knowledge-
Wisdom” (DIKW) pyramid has fragmented, because data were 
formerly treated as isolated symbols without meaning, whereas in-
formation was seen as processed data that have gained meaning 
(see, e.g., Bellinger, Castro, & Mills, 2004). Big data are able to be 
rapidly processed and analyzed for correlations and patterns. Some 
argue that this process of datafication makes no distinction between 
data and information, for example, as every word in each book be-
comes searchable in databases like Google’s Ngram Viewer (Mai, 
2016). Indeed, some predict that datafication might potentially 
incorporate everything because most digital devices are networked, 
and daily activities of individuals and societies are digitally mediated 
(Mayer-Schönberger & Cukier, 2013).

Amplification of these risks to individual privacy are sometimes as-
sociated with the Internet of Things (IoT), because the IoT enables 
digital devices of many kinds to connect with local and virtual net-
works, communicating automatically with other devices, while con-
tinuously generating data (Borgohain, Kuman, & Sanyal, 2015). For 
example, smartphones are equipped with location-based sensors, gen-
erating real-time data about human time-space paths (Rghioui, Aziza, 
Elouaai, & Bouhorma, 2015). Even in countries where technologies are 
less accessible, mobile telecommunications services have expanded, as 
marketers use a plethora of applications that draw on global information 
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systems (GIS) services to inform and enhance the capabilities of the user 
experience and the functionality of the device (Hayes, 2014, p. 50). Sensors 
are used in cars, home electronic devices, health monitoring equipment, 
smartphones, and smartwatches—a market with extensive economic 
value. These synchronized sensors enable users to check the status of 
certain home appliances, security and lighting systems, employee us-
age of work facilities, and so on, from smartphones or other networked 
dashboards and entities (Adams, 2017). Adams (2017) observes that  
“[t]aken together, the information from disparate devices provide ex-
tensive information on individual and behavioural patterns, which is a 
privacy concern”.

Similarly, the continuous monitoring and surveillance of popula-
tions through the transmission of personal and product data can now 
be assisted by the use of radio frequency identification (RDIF) tags 
that are implanted microchips in products, passports, and many other 
things (Hayles, 2009). Constituting a kind of uberveillance or physical 
body monitoring, these technologies have even been used subdermally 
in pets, and have been approved for use in humans by the US Food and 
Drug Administration (Michael & Michael, 2014).

Consumers, products, and tangible things in built and digitally net-
worked environments become linked “nodes in a web of algorithms” 
(Hayes, 2014, p. 50). This data is typically not collected to generate new 
knowledge, but to profit economically from daily social interaction 
(Mills, 2017; Rust, 2017). Other data technologies that have implica-
tions for privacy include Smartcards, national identification schemes, 
and genetic testing with its potential for discrimination. Related tech-
nologies include biometric imaging data such as facial scanning, retina 
scans, fingerprinting techniques, voice recognition, hand geometry, dig-
ital imagery, and DNA sampling (Crompton, 2002; Mills, 2017).

When it comes to property rights in internet research, there are 
complexities, because rights in the data may belong to the research 
participants, the internet companies or the researcher, or be shared 
among several owners. In addition, the power of internet companies 
to provide access to customer data, or to release data, varies by coun-
try and jurisdiction. Because of these property rights issues, many re-
searchers prefer to generate and collect their own digital data directly 
from participants (Borgman, 2015).

Consent

Conventionally, research ethical clearance requires that researchers 
gain signed, informed consent, which typically does not include consent 
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to any further investigation that may result from sharing, combining, 
or repurposing data. Similarly, data that are produced in public, such 
as social media data (e.g. tweets, posts, blogs), are not freely availa-
ble to researchers without consent under most human research ethics 
guidelines (Borgman, 2015).

A strength of big data is the potential to reveal unforeseen connec-
tions, yet, at the same time, this potentially creates a problem for users 
who may be unaware of how digital data collected by internet compa-
nies will be shared with third parties who may mine the data for other 
purposes (Milton, 2017, p. 301). The trans-contextual nature of social 
media platforms, such as Facebook, means that information that was 
uploaded for a specific purpose can be repurposed without the user’s 
awareness or consent, contributing to the normalization of “function 
creep”—when information authored for a specific purpose becomes 
recontextualized, or even decontextualized, in multiple and unin-
tended future scenarios (Andrejevic, 2013; Lyon, 2001; Trottier, 2014).

Additionally, it is well recognized in big data research that small 
pieces of seemingly innocuous or disparate data can speak profoundly 
when combined, potentially exposing what were intended to be anon-
ymous persons, rendering them visible (Milton, 2017). Risks are often 
increased in contexts of long-term data storage, where the greater pas-
sage of time results in data usage that is further removed from the 
original purposes, contexts, and terms of the consent. Furthermore, 
it  is often not possible for researchers to make accurate judgments 
about the relative costs and benefits to the research subjects of their 
consent to reveal certain data. A consequence is that participants may 
consent to the use and disclosure of data when it is not in their best in-
terests (Fuller, 2017; Solove, 2013). Additionally, questions often arise 
about the ownership of data, such as in the case of internet providers 
who are held accountable for the data use, and for those who use and 
share their personal data with internet services (Milton, 2017).

Another potential problem with consent in big data research is illus-
trated in research by Daries (2014), which involved the de-identification 
and sharing of data from MOOCs (Massive Open Online Courses) for 
secondary analysis. The researchers conducted a case study in de-
identification using the k-anonymity approach, finding that the result-
ant curated data set for reuse was markedly different to the original 
data. Data possessing the k-anonymity property means that a set of 
quasi-identifying information for each participant cannot be distin-
guished from at least k-1 individuals whose data is similarly included 
in the data release, where k is the minimum number of subjects within 
the data set who share each set of potentially identifying characteristics 
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(Sweeney, 2002). The process of ensuring that the linked data met the 
k-anonymity requirement left the authors with conflicting results from 
their secondary data analysis. Thus, it appeared that compulsory 
regulatory requirements to anonymize data for repurposing by oth-
ers can sometimes be incommensurate with the goals of scientific re-
search. Resolving such incompatibilities will require new approaches 
that better balance the protection of privacy with the advancement of 
science in educational research and the social sciences more broadly 
(Daries et al., 2014).

Such findings are aligned to the concerns of big data theorists re-
garding problems with the anonymization or de-identification of big 
data when analytics involves triangulation between multiple data sets. 
For instance, some argue that linking a postal code and birthdate re-
duces the chances of identifying an individual to 1 in 80, while further 
linking gender and year of birth is sufficient to identify an individual 
(Koonin, Steven, & Holland, 2014). This has led to the view that an-
onymization is not a sufficient means of protecting privacy in some 
studies (Raley, 2013), while others assert that privacy and big data are 
incompatible (Barocas & Nissenbaum, 2014).

Some argue that the consent approach to privacy has ceased to 
be meaningful in the contemporary networked information society, 
because it relies on the assumption that individuals “make conscious, 
rational and autonomous choices about the processing of their personal 
data” (Schermer, Custer, & Van Der Hof, 2014, p. 171). Often, the issues 
involved in the release of data go beyond the limits of the individual 
“to make conscious decisions about their informational-self” (Mai, 
2016, p. 196). The ability of rational individuals to limit or control 
information about themselves is impractical in datafied Western soci-
eties, while failing to take into account the power structures that work 
against individual choice. A key point to note is that a significant pro-
portion of the information about individuals is not directly provided 
by anyone, but can be generated through predictive analytics (Mai, 
2016; Solove, 2013).

Implications

Ethical issues in a big data age, whether online or offline, involve re-
spect for research participants, whether the data is aggregated or not. 
In addition, there are regulations and guidelines about what data can 
be collected about people under what circumstances, and this can vary 
by country, state, jurisdiction, funding agency, and field, among other 
factors (Borgman, 2015). However, qualitative researchers can avoid 
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ethical pitfalls when negotiating big data analysis by asking some key 
guiding questions (Dekas & McCune, 2015):

1	 	 Is the research a normal part of operation for the participants, 
presenting no personal risks?

2	 	 Are the participants very comfortable in their particular commu-
nity with the use of data analytics?

3	 	 Is there trust between participants and the researcher that the 
researcher and any collaborating organization has their best in-
terests at heart?

4	 	 Can participants be sure that the proposed analytic processes are 
unbiased?

5	 	 Would the participants feel any hint of violation if they learned 
about the study findings and conclusions?

Any research is ethically unjustified if it exposes participants to sig-
nificant risks in the pursuit of knowledge (Milton, 2017). For research 
to meet ethical requirements, there needs to be reasonable surety that 
the research will contribute valuable new knowledge, and that the in-
volvement of human participants is necessary. In addition, there must 
be a favorable ratio of benefits over risks to the research participants, 
and appropriate strategies to protect privacy and confidentiality 
(Beauchamp & Childress, 2013). If such criteria are met, then poten-
tial participants can be invited to provide consent that is voluntary, 
informed, written and understood (Milton, 2017).

Qualitative researchers need to engage in critical practice to relo-
cate and readdress the operation of big data, seeking to protect the 
privacy of self and others in research (Mills, 2017). Foucault’s (1997, 
p. 44) useful points of critique can be applied to the ethical use of data 
to establish: “…how not to be governed like that, by that, in the name 
of those principles, with such and such an objective in mind, and by 
means of such procedures, not like that, not for that, not by them”.

In contrast to secondary repurposing of big data, new big data may 
be generated from research-purposed technologies, such as distributing 
smart phones to participants or using sensors in specific research con-
ditions to collect only data that is generated for the purposes and time 
period of the research. In each situation, researchers should critically 
evaluate the use of analytic procedures that might cause discomfort to 
the participants, or that are not in the best interests of the participants. 
Analytic procedures should be done in such a way that the findings can 
be trusted by the participants. These are the decisive ethical bench-
marks (Bassett, 2015; Mills, 2017).
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Conclusion

Big data researchers sometimes frame data analytics as a resource that is 
essentially untapped, and that is available to be “mined” or “harvested” 
like oil or grain (Trottier, 2014). Data becomes regarded as an incidental 
“by-product” of social interaction (Beer, 2012), like extracting molasses 
in the process of refining sugar. Such discourses require critical evalu-
ation because “big data do not exist in a social vacuum. Their impact 
cannot be fully understood in the context of newly assembled configura-
tions or ‘game changing’ discourses” (Trottier, 2014, p. 69). It is similarly 
vital to regard individuals as more than passive recipients of technology, 
but as knowing agents. Likewise, it is important to acknowledge the lim-
itations of big data and its seemingly ubiquitous reach, conceding that 
there are also contexts of exclusion and unevenness in the populations 
that are accessible via big data, given the reality of social and digital 
divides (boyd & Crawford, 2012).

What is right or wrong use of data in research varies across times, 
cultures, and contexts, and research ethics are precipitously changing 
as data mining evolves. Likewise, views on privacy, anonymity, and 
consent are markedly changing and sometimes contentious (Borgman, 
2015). Data that were previously private are no longer protected, due 
to the digital capabilities and interests of corporations through da-
taveillance, digital footprints, online profiles, corporate governance 
and other data-driven decision-making (Kitchin, 2014). No data gen-
eration and analysis can be free from complex ethical concerns, but 
the technological changes to the production, sharing, and repurposing 
of data raise new issues and pitfalls for social scientists who wish to 
harness big data for their scholarly purposes (Mills, 2017).



While researchers figure out how to access the right big data, big data is 
quickly accessing us. Predictive analytics mediate our online searches 
for goods and services, showing us what we should like, where we can 
find it nearby, and what others like us bought (Hand, 2014). Thrift 
(2005) reflects, “The materials of cyberspace are now infrastructural 
and anticipatory, knowing where to find us”. What does the big data 
trend mean for qualitative research now and into the future? Smith 
(2014, pp. 184–185) states:

The fate of qualitative research in this moment is…uncertain, and 
how qualitative research will contribute to and contest the “big 
data” challenge poses many questions.

While “big data” in the practical sense of the term pertains to struc-
tured and unstructured data sets that are typically too enormous for 
a single qualitative researcher to wrangle, the term big data is also a 
“meme”, a “marketing term”, and a “movement” (Lohr, 2012, para. 7; 
Parks, 2014, p. 355). In other words, the paradigmatic sense of the 
phenomenon, with its ideological assumptions about what counts as ev-
idence for claims, is already shaping expectations about what research 
should be funded, and which kinds of research are more competitive 
and cutting edge (Bisel, Barge, Sougherty, Lucas, & Tracy, 2014). For 
this reason, there is some impetus for researchers of all methodological 
persuasions to know their own stance on big data. At the same time, 
researchers do not need to embrace epistemic assumptions that “big” 
or even “biggish” is better, especially given that most categories gener-
ated in qualitative research designs do not require millions of Tweets, 
posts, or other pieces of evidence to reach theoretical saturation.

Interestingly, big qualitative data researchers have suggested modi-
fied descriptors of the features of big data. Such defining criteria include 
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(a) high volume of textual or visual data, (b) highly complex data in-
volving multiple points of triangulation, or (c) complex data analyses 
that provide unusually deep insights (Bisel et al., 2014; Hand, 2014). In 
many respects, the criteria are similar to general definitions of big data, 
with an emphasis on depth rather than breadth, acknowledging that 
qualitative data has a different kind of complexity than computational 
data. Much of big data is a by-product of everyday life. Big data needs 
qualitative researchers who have developed what Silverman (2013, 
p. 19) calls the “ethnographer’s gaze”—a gaze that demands two things: 
“being able to locate the mundane features of extraordinary situations, 
and to identify what is remarkable in everyday life”.

Big qualitative data can be distinguished in terms of whether the 
big data sets are created—that is, generated from participants for 
the purpose of the research—or found. Found data include existing 
organizational or administrative data, learning analytics, website 
dashboards, social media data, mobile phone data, and so on. Big 
qualitative data sets that are found often encounter some of the same 
problems as quantitative researchers who use repurposed data (Bisel 
et al., 2014), as described in Chapter 3, this volume.

Many qualitative researchers have a preference for data that is 
created or generated for research purposes. There is also a greater 
emphasis on understanding the conditions through which the data is 
produced and consumed, and how and why participants initiate, re-
flect upon, negotiate, delete, and curate the observed interactions. Bail 
(2014, p. 477) contends:

Perhaps the most vexing problem is that big data often does not 
include information about the social context in which texts are 
produced…Although we are able to collect millions of blog posts 
about virtually any issue, these data typically include little or no 
information about the authors of such posts—or those who com-
ment upon them.

Big qualitative research is in a strong position to examine the dimen-
sions behind data production and online social action that cannot 
be explained by algorithms, dashboards, and screen scraping (Hand, 
2014). For this reason, computational analysis of big data can be fruit-
fully complimented and enhanced by small data. Hand (2014, p. 23) 
suggests that

In trying to situate data analytics (e.g., and the “quantified self”) 
in this way, digital social research might provide much needed 
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detail about emerging alternative projects of self-knowledge, and 
the ways in which people…might use analytics “against the grain”.

Despite the speed of mathematical computation performed by big 
data analytics, current quantitative analytic methods are not able 
to capture the subtlety, creativity, and personality that real human 
beings demonstrate across social contexts (Mills, 2017; Silver, 2012). 
Researchers cannot understand human behavior and social action 
without contextualizing the data and having information about the 
environment in which the data about social action occurs. This is 
why qualitative research has an important place to trace and probe 
the complex interactions between social action and context, as well as 
the subjectivity of human actors, whether dealing with big data, small 
data, or data sizes in-between (Mills, 2017).

An interesting way to think about big data from a qualitative van-
tage point is to recognize that we have data of increasing divisibility 
and smallness in terms of the constituent parts of each digital record. 
For example, video data can enable researchers to replay each micro-
second of interactions, attending to the multifaceted multimodal fea-
tures of a recorded social interaction, from each moment of varied 
body movement, head movement, posture, speech, gaze, facial expres-
sion, and so on. Cope and Kalantzis (2015, p. 208) elaborate on the 
smaller size of data points, “Smaller still might be a keystroke, a times-
tamp, a click in a navigation path, or a change captured in the edit 
history of a wiki or blog”. The traceable and recorded by-products of 
digital interactions have become more atomic and can quickly add up. 
In other words, we have “more data than a human can deal with with-
out computer-synthesized analytics” (Cope & Kalantzis, 2015, p. 208).

Social learning analytics has become a vital source of information 
about online learning communities (Cope & Kalantzis, 2015; Shum & 
Ferguson, 2012). For example, in higher education, online learning en-
vironments typically provide tools for collaborative knowledge work 
that draw on distributed cognition (Bohlouli, Dalter, Dornhöfer, 
Zenkert, & Fathi, 2015). Collaborative learning environments gen-
erate very large amounts of data produced collectively by learning 
teams, to which learning analytics can be applied (Cope & Kalantzis, 
2015; Perera, Kay, Koprinska, Yacef, & Zaïane, 2009). A range of 
qualitative methods such as in-depth interviewing, discourse analysis, 
and content analysis have proved particularly useful in contextualiz-
ing various kinds of social data (boyd & Crawford, 2012), and which 
can be used to gain participant accounts and perspective of the collab-
orative aspects of learning environments. Small data research often 
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utilizes mixed methods, combining analytics and surveys with qual-
itative techniques, such as participant observation and interviewing 
(Hand, 2014).

The richness and potential of big qualitative data has been realized 
in published research, such as the massive cross-national, longitudinal, 
narrative research described in Chapter 3, this volume. The research 
conducted by Winskell and colleagues (2018) involved the collection 
and analysis of a sample of almost 2, 000 narratives (n=1937) spanning 
various modes and media, from a total collection of 75,000 HIV-themed 
script-writing competition narratives. This study is a good example of how 
very large textual data analyzed both qualitatively and quantitatively can 
afford deep and expansive insights about youth sensemaking across var-
ied sociocultural contexts. The development of research using big data 
sets with qualitative and mixed methods approaches has moved beyond 
rhetorical debates, with productive examples of methodologically thor-
ough and theoretically substantiated practice emerging in different schol-
arly fields (Bancroft, Karels, Murray, & Zimpfer, 2014; Blok & Pedersen, 
2014; O’Halloran, Tan, Pham, Bateman, & Vande Moere, 2018; Winskell 
et al., 2018).

The analytic methods and data management strategies applied in 
these studies have enabled the researchers to identify significant pat-
terns across places and time, providing contextualized social or visual 
representations of the phenomenon or research problem of focus 
(Bancroft et al., 2014; Blok & Pedersen, 2014; O’Halloran et al., 2018; 
Winskell et al., 2018). Such big data studies have been used to build 
and analyze enormous and varied data sets without sacrificing the 
qualitative richness and description, and which have required highly 
original research designs. These studies were not ethically inferior to 
small studies, were no less contextualized, and the researchers made 
no claims to some kind of higher objectivity. Qualitative and mixed 
methods researchers can engage critically and creatively with emerg-
ing forms of big data that often require working in interdisciplinary 
ways to generate new social insights (Hand, 2014). Research change 
is intensifying so quickly that big data today may simply be data 
tomorrow.
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