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Modular VLMs @ Efficiently model the unified VLMs.
¢ Naturally compatible with multiple modalities.
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Background: Native Vision-Language Models
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5 ~ (i) Differentiating

Modular VLMs

Thinking:

* (Can we remove vision priors
from existing VLMs?

e How to transfer an LLM to a
native VLM efficiently?

 How to bridge the gap between
native and modular VLMs?

* How about mutual synergy on
understanding and generation
capabilities of existing VLMs ?
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Native Multimodal Evaluation

) RealUnify: Do Unified Models Truly Benefit from Unification?

Dual-Evaluation Protocol, Understanding-Generation Synergy

Visual Jigsaw Post-Training Improves MLLMs

0 Native Multimodal Post-Training

Self-supervised Learning, Post-training, Reinforcement Learning

From Pixels to Words: Towards Native Vision-Language Primitives at Scale

0 Native Multimodal Architecture

Native Vision-Language Primitive, Holistic Vision-Language Buffer



Native Multimodal Architecture

From Pixels to Words: Towards Native Vision-Language Primitives at Scale
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Question:

» What fundamental constraints set native VLMs apart from modular
ones, and to what extent can these barriers be overcome?

= How to make research in native VLMs more accessible and
democratized, thereby accelerating progress in the field.

These issues prompts us to think about what a native primitive
should look like and what characteristics it should have?
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From first principles, one native VLM primitive should :

= effectively align pixel and word representations within a shared
semantic space;

= seamlessly integrate the strengths of formerly separate vision and
language modules;

* inherently embody various cross-modal properties that support
unified vision-language encoding, aligning, and reasoning
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Build native VLMs by leveraging the strengths of existing VLM designs ! ! !

( Property 1 N ( Property 2 I ( Property 3 )
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(1). Introduce new FC/Norm into original Q, K for H, W
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(2). Native Rotary Position Embedding (Native-RoPE) B
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= Native Rotary Position Embeddings (Native-RoPE) eliminates index correlations and decouples channel allocation between H / W and T;

= Native-RoPE with modality-specific frequencies captures local dependencies across H / W / T and long-range relations across T;
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(3). Introduce Frame-wise Native Multi-Modal Attention
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= Native Multi-Modal Attention captures rich spatial correspondence within images and contextual vision-language dependencies.



T NANYANG
TECHNOLOGICAL | S-LAB

Methodology 98 ™ | e

(-) Model Architecture [the )(zea)(pin](_, Jeo]( 1 J(\2] = Modality-shared pre-Buffer maps
_ t t+ t ¢t t t 1 . . . .
Pixel-Word Aligning via  Image-Text Reasoning via vision and language into a unified
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t 1t t 1 1 1 t ¢t t 1 1 1 1 = Post-LLM absorbs strong language

Patch Embedding Layer ] [ Word Embedding Layer ] .. .
— =t £ty proficiency and powerful reasoning

LA -ﬁm tj [@[ﬁ] red(p [, NEOJU capabilities of pre-trained LLMs.

(-) Training Recipe

Stage 1: Pre-Training Stage 2: Mid-Training Stage 3: Supervised Fine-Tuning * End-to-End Training Procedure

Quite Efficient with Limited Data

5 NEO & NEO & NEO &

re Buffer, new QK in Post-L1M) With 390M image-text samples, NEO

; , efficiently develops visual perception
(@ PEL Il wer 12 (& pBL I wer &) (@& PEL | weL &) y .p >0 p _p_
_ _ _ from scratch while mitigating vision-
345M Image-Text 2562 - 102472 40M Caption QA 2562 - 20482 4M High-Quality 2562 - 20482
Caption Data Pairs Any Resolution OCR / Detection Any Resolution Instruction Data Any Resolution language conflicts inside one model.
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(-) Evaluation Results on General Understanding

Model LLM # Data MMMU MMB MM Vet MMStar SEED-I POPE HallB
¥ Modular Vision-Language Models (2B)

Qwen2-VL Qwen2-1.5B —I/=/- 41.1 749 495 48.0 - - 417
InternVL2.5 InternLM2.5-1.8B >6B / 100M/16M__436 747 _ 60.8 537 — 90.6 42.6
Qwen2.5-VLT Qwen2.5-1.5B 79.1 61.8 55.9 - - 463
Intern VL3 wen2.5-1.5B  >6B/ 100M/22M 486  81.1 62.2 60.7 — 89.6 425
Encoder-Base Qwen3-1.7B >6B/40M/4M  47.1 758 374 52.7 736 87.0 444
¥ Native Vision-Language Models (2B)

Mono-InternVL InternLM2-1.8B 1.2B/143M/7M  33.7 655 40.1 - 67.4 - 348
Mono-InternVL-1.5 InternLM2-1.8B 400M/150M/7M 39.1 64.0 54.0 - 66.9 - 325
HoVLE InternLM2-1.8B 550M/50M/7M 322 733 438 - 709 874 384

OneCAT wen2.5-1.5B __436M/70M/13M__39.0 724 424 = 70.9 = —
NEO Qwen3-1.7B 345M/40M/4M 486 76.0 49.6 54.2 742 875 43.1 |

¥ Modular Vision-Language Models (8B)

Qwen2-VL Qwen2-7B -/ =/-= 54.1 83 62.0 60.7 - 88.1 50.6
InternVL2.5 InternL.M2.5-7B  >6B / 50M /4M 56.0 84.6 62.8 64.4 — 90.6 50.1
Qwen2.5-VLT Qwen2.5—7-B /== 550 835 67.1 63.9 - 86.4 529
Intern VL3t wen2.5-7B  >6B/ 100M/22M 62.7 834 81.3 68.2 — 91.1 49.9
Encoder-Base Qwen3-8B  SOB/40M/4M  54.1 84 600 635 762 818 514
¥ Native Vision-Language Models (8B)

Fuyu Persimmon-8B /== 279 107 214 - 59.3 840 -
Chameleon from scratch 1.4B/0M/ 1.8M 254 311 83 - 306 194 17.1
EVE Vicuna-7B 33M/0M / 1.8M 326 523 257 - 646 850 264
SOLO Mistral-7B 44M /OM / 2M - 67.7 304 - 644 78.6 -
Emu3 from scratch —/=1- 316 585 372 - 682 8.2 -
EVEv2 Qwen2.5-7B 7IM /[ 15M / TM 393 66.3 45.0 - 714 87.6 =
BREEN Qwen2.5-7B 13M/0M / 4M 427 71.4 389 512 - - 37.0
VoRA Qwen2.5-7B 30M/0M/0.6M 320 613 337 - 689 855 -
SAIL Mistral-7B S12M /86M / OM — 70.1 46.3 53.1 729 858

NEO wen3-8B 345M/40M/4M 546 82.1 53.6 62.4 76.3 88.4 464
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Model Input RoPE  Backbone AI2ZD DocVQA ChartQA InfoVQA TextVQA OCRBench
¥ Modular Vision-Language Models (2B)
Qwen2-VL Any Res. M-RoPE Dense 74.7 90.1 73.5 65.5 79.7 80.9
InternVL2.5 Tile-wise 1D-RoPE Dense 749 _ 88.7 79.2 60.9 74.3 80.4
Qwen2.5-VLT Any Res. M-RoPE Dense 81.6 93.9 84.0 771 79.3 797 . . . . s
InternVL3' Tile-wise _ID-RoPE__ Dense 787 883 802 661 770 835 -- With quite limited pre-training and
Encoder-Base Tile-wise 1D-RoPE Dense 774  89.9 78.4 65.9 73.3 83.5
¥ Native Vision-Language Models (2B) supervised fine-tuning data and
Mono-InternVL Tile-wise. 1D-RoPE MoE 68.6 80.0 73.7 43.0 72.6 76.7
Mono-InternVL-1.5 Tile-wise. 1D-RoPE DaC 674 81.7 72.2 47.9 73.7 80.1 - ; i i
HoVLE Tile-wise. 1D-RoPE Dense 73.0 86.1 78.6 55.7 70.9 74.0 WlthOUt relnforcement learnlng (RL)
OneCAT Any Res. M-RoPE Dense 724  87.1 76.2 56.3 67.0 =

I NEO Any Res. Native-RoPE Dense 80.1  89.9 81.2 63.2 74.0 711 |
¥ Modular Vision-Language Models (8B)
Qwen2-VL Any Res. M-RoPE Dense 83.0 94.5 83 76.5 84.3 86.6 n _+1
InternVL2.5 Tile-wise 1D-RoPE Dense 84.5 93.0 8_4.8 77.6 79.1 82.2 ApproaCheS the performance Of tOp tier
Qwen2.5-VL AnyRes. M-RoPE  Dense 839 957 873 826 84.9 86.4 modular VLMs, e. g, Qwen2 / 2.5-VL,
InternVL31 Tile-wise 1D-RoPE Dense 85.2  92.7 86.6 76.8 &}.2 88
Encoder-Base  Tile-wise ID-RoPE  Dense 820 921 835 75 771 8523 InternVL2.5 / 3.
¥ Native Vision-Language Models (8B)
Fuyu AnyRes. ID-ROPE  Dense 645 - - - - 36.6 = Delivers substantial gains on diverse
Chameleon Fix Res. 1D-RoPE Dense  46.0 1.5 29 5.0 4.8 0.7 . .
EVE AnyRat. ID-RoPE  Dense 610 530 5901 250 568 398 visual-centric benchmarks over the best
SOLO Any Res. 1D-RoPE Dense 614 - - - - 12.6 . .
Emu3 FixRes. ID-RoPE Dense 70 763 686 438 647 687 competitors, from EVE series to SAIL.
EVEv2 Any Rat. 1D-RoPE DaC 74.8 - 73.9 - 71.1 70.2
BREEN Any Res. 1D-RoPE MoE 764 - - — 65.7 =
VoRA Any Res. ID-RoPE  Dense 61.1 - - - 58.7 -

SAIL Any Res. M-RoPE Dense  76.7 — — — 77.1 78.3
INEO Any Res. Native-RoPE Dense 83.1  88.6 82.1 60.9 75.0 e I
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40 Here 8-12 primitive layers for pre-Buffer

> is a good trade-off for pre-alignment.
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Figure 5: Configurations of pre-Buffer.
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Table 3: Configurations of attention and RoPE. MMS, CQA, IVQA, and OCRB denote MMStar,
ChartQA, InfoVQA, and OCRBench. x indicates that the base RoPE frequencies for height and width
are set to 1M. To ensure fairness, we add new head dimensions of equal size across all models.

Model Attention RoPE MMMU MMB MMS SEED-I AI2D CQA IVQA TVQA OCRB POPE Avg.

A T 1D-RoPE 40.2 486 36.1 553 63.6 161 225 162 139 78.6 (39.1
B Mixed | 1D-RoPE 40.8 488 364 573 637 160 219 174 160 79.2 |39.8
C Mixed  IL-RoPE 40.0 473 363 576 620 188 234 179 132 78.8 |39.5
D Mixed  M-RoPE 403 49.6 372 57.8 642 237 252 204 18.8 79.3 |41.7
E Mixed MM-RoPE | 40.5 50.8 37.6 582 658 257 263 221 182 78.8 (424
F Mixed Video-RoPE | 40.6 513 37.8 588 643 274 261 237 213 81.0 [43.2
G Causal Native-RoPE| 402 492 363 57.1 637 192 235 195 16.7 77.8 [403
H Mixed |Native-RoPE| 40.7 519 382 589 658 30.6 269 241 232 80.0 [44.0
I Mixed |Native-RoPEx] 404 504 369 57.0 64.1 256 252 217 20.1 78.7 |42.0

= Modality-specific ROPE frequency does count !
= RoOPE indexes allocation for H, W, T does count!

= Mixed Multi-Modality Attention Mechanism does count!
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Ablation Studies
. Avg. Accuracy (%)
75
70

65 \ ‘ \ | |
60
PB1 PB2 PB3

PB 1-3 denotes the Pre-Buffer after stage 1-3.

NEO IntemViT CLIP  SigLIP

PB3 shows only an average gap of 2.5 /2.4 / 1.7 / 3.7%
over NEO / InternViT / CLIP / SigLIP, reducing training
costs of building native VLMs for subsequent research.



Native Multimodal Post-Training

Visual Jigsaw Post-Training Improves MLLMs




Motivation

RL-based Post-training for MLLMs

» Text-centric reasoning on math/science/coding problems

= Specific vision tasks (grounding, detection, segmentation, counting) | TR Ay |

* Tool-using (thinking with images)

Most works focused on enhancing text-centric
reasoning where visual inputs work only as context

[1] Tan, Huajie, et al. "Reason-rft: Reinforcement fine-tuning for visual reasoning." arXiv preprint arXiv:2503.20752 (2025).
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i = 3 ¥
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_________________ o Fah § y By v
Al) A2 A3 !v An!
-__l \--—I \__‘I \__‘l
_________________ 5 X X « X
""""""""" 3 I 1t 1 #1
COT Reasoning Process e R ke e
ey | |1 F
Final Answer ) [ GRPO 1
_____________________________________ '
™ STAGE 1: SFT-based Activation / S5TAGE 2: RL-based Enhancement

Question: Given the hyperbola shown in the image, can
we determine the equation of the hyperbola by analyzing
the relationship between the slope of the asymptote and
the distance from the center to the vertex?

Choices: A. Yes B.No

Reason-RFT:

<think>Let's analyze the image. The hyperbola is shown
with two asymptotes intersecting at the center. To find the
equation of the hyperbola, we need to consider the
relationship between the slope of the asymptote and the
distance from the center to the vertex. The equation of a
hyperbola with its center at the origin nnd .:ln.ucd with the
coordinate axes is given by (e {17

Ir 2%{6"2) 1, where W a\ l.ml] db \) are the
dls[z\ ces from the center to the vertices and a::\ump:ol es,
n\pLLln ely. The center to the vertice mven, which

that 1 +b*2 Thes Iopc ol the

zmmpl oles |>1_m:'n b\. { Vipm A rrm h {a} W). In this
lies that '\ Vrac{b} |a}

. the slope i cl plie !
lhclcinn lh uqu ation of 1hL hyperbola can be
dt.l srmined by these relationships.</think>

“answer=A</answer>
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How to improve intrinsic vision-centric capabilities of MLLMs?

= Methods like ROSS [1] shows dense image reconstruction helps understanding, but requiring additional
vision generation modules and designs. Do we need dense pixel-level reconstruction?
» Unified Multimodal Models (UMMs) only shows understanding benefits visual generation

view represent predict

How do we learn good vision representation?

Self-supervised learning!

view represent  project
view represent pradiet

3.
o
=

represent predict

' = Jo £ G981
B f { z* '_?—-:__.y‘ —I'- = .‘. B.. - (1]
T 1T 1 . Deme= 4 i P — )|
[ T[] [} fo ¢ HENEE ) s i momentum InfoNCE +— queue :
— ERsEN— h—»@»—» EEESE N v EEN 0
EEENE o ESEEN NP B
[ [ =] ]| A ZEHEE : : ey
_ = e _ Other pretext tasks like rotation
Reconstruction-based methods Discriminative/contrastive methods

prediction and jigsaw-style tasks

Easier version of reconstruction
Suitable for MLLMs

[2] Uelwer, Tobias, et al. "A survey on self-supervised representation learning." arXiv preprint arXiv:2308.11455 (2023). (Compatlble Wlth teXt'Outpl'It MLLM)

[1]1 Wang, Haochen, et al. "Reconstructive visual instruction tuning." arXiv preprint arXiv:2410.09575 (2024).



Visual Jigsaw

Image Jigsaw

3D Jigsaw
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Visual Data — Partitioning — Shuffling

Model reconstruct the data by
predicting the indices in correct order

Optimize using the GRPO algorithm
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Image — 3 * 3 image patches

Mentally reconstruct the image and output the patch indices in the correct raster scan order.
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Fine-grained Perception & Understanding Spatial Und (Mono) Compositional Und
z
B = g
=T] [~ &
2 &4 § E = = qia
€ = £ T 2 = 2 g £
& 3 g g - -< 2 g 5
2 2 8 = 2 2 4 T 5|2 3
Z = = g 2 = & = < £ 2
= = = = = = = S - S a = &
Model
test fine en_dev test test lite test test | test test wval | g-acc  test
ThinkLite-VL 55.3359.95 84.19 68.1276.96 46.17 73.70 35.78|78.09 42.60 58.46(35.25 61.49
VL-Cogito 55.3356.64 82.98 69.62 79.58 47.63 72.26 35.78(79.82 44.29 56.43(38.25 63.59
LLaVA-Critic-R1  53.33 57.80 83.16 67.5078.01 45.18 68.52 35.28|78.5042.73 53.82|34.75 61.93

Qwen2.5-VL-7B  54.66 59.75 83.33 67.38 76.96 43.41 71.89 35.07|77.68 42.66 54.45|37.00 61.59

Image Jigsaw (SFT) 56.00 60.94 83.67 69.75 80.10 43.88 66.59 34.35|80.68 43.55 61.46|38.75  62.03
Image Jigsaw 60.66 65.81 84.45 71.13 80.63 45.96 74.54 36.49 80.36 44.49 60.35|39.00 63.02

(Gain) +6.00 +6.06 +1.12 +3.75 +3.66 +2.55 +2.65 +142 | +2.68 +1.83 +590 | +2.00 +1.43

Enhance vision-centric capabilities:
* Fine-grained perception & understanding
* Monocular spatial understanding
* Compositional visual understanding
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Video — 6 video clips

Mentally reconstruct the video and
output the clip indices in the
correct chronological order.



t 5 &4 NANYANG

‘= | TECHNOLOGICAL |
x%—-‘_ UNIVERSITY
N7 SINGAPORE

S-LAB
FOR ADVANCED
INTELLIGENCE

Video Jigsaw
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Model Frames

vga group test test test wosubs mc test val test test mcq test
Video-R1 16 45.06 9.40 27.2949.47 53.00 56.62 70.19 51.8055.82 34.53 34.34 42.95 47.50
Video-R1 32 47.5310.2027.2949.9054.26 59.88 71.77 53.5456.12 38.61 35.11 42.63 48.10
Video-R1 64 48.68 10.6027.36 50.51 54.33 60.85 72.59 53.43 56.09 38.80 36.61 42.74 48.69
Qwen2.5-VL-7B 16 45.52 12.60 25.87 48.54 53.14 57.44 71.77 49.94 55.56 33.51 32.79 38.39 47.70
Qwen2.5-VL-7B 32 49.48 18.20 26.34 49.34 54.88 60.70 72.5951.96 56.47 39.19 35.34 41.57 49.60
Qwen2.5-VL-7B 64 52.41 21.8026.3550.86 55.79 63.44 72.84 53.74 56.29 40.35 37.74 42.25 51.50
Video Jigsaw 16 51.67 15.2027.56 49.69 55.10 58.07 73.1051.33 56.87 36.41 35.3940.19 49.80
(Gain) +6.15 +2.60 +1.69 +1.15 +196 +0.63 +1.33 +1.39 +1.31 +290 +2.60 +1.80 +2.10
Video Jigsaw 32 55.0021.4028.03 50.56 56.49 62.37 73.6053.3157.99 39.70 38.47 43.27 51.60
(Gain) +5.52 +3.20 +1.69 +1.22 +1.61 +1.67 +1.01 +1.35 +1.52 +0.51 +3.13 +1.70 +2.00
Video Jigsaw 64 57.64 25.2028.3052.27 56.63 64.74 73.6054.18 57.91 41.83 40.40 44.11 54.50
(Gain) +5.23 +340 +195 +141 +084 +1.30 +0.76 +044 +1.62 +1.48 +2.66 +1.86 +3.00

» Enhances general video perception and comprehension

= Large gain on temporal-centric understanding and reasoning about temporal directionality (e.g. AoTBench)

* Improved cross-video understanding and reasoning (CVBench)
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Model

vga group test test test wosubs mc test wval test test mecq test

MiMo-VL-7B-SFT-2508 65.00 15.60 34.16 53.33 58.80 68.07 76.13 56.48 57.86 40.86 41.59 46.00 63.00
Video Jigsaw 69.77 21.60 37.33 5431 62.29 68.55 77.21 61.50359.73 42.93 44.27 48.50 65.20
(Gain) +4.77 +6.00 +3.17 +0.93 4349 +048 +1.08 +5.02 +1.87 +2.07 +2.68 +2.50 +2.20

* Consistent improvement on stronger base model: MiMo-VL-7B-SFT-2508
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RGB-D — 6 points

Order the points from closest to farthest relative to the camera.
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test test test test test test tiny test
Qwen2.5-VL-7B  48.66 5742 36.52 47.56 42.66 37.74 3575 5445
3D Jigsaw 64.00 58.13 3862 4906 4599 4064 3831 71.56
(Gain) +15.34 +0.71 +2.10 +1.50 +3.33 +2.90 42,56 +17.11

= Largest gains on directly related task - DA-2K
= Consistent improvements on a wide range of other tasks (single-view, multi-views, egocentric video)
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= RL outperforms SFT
» The difficulty of the jigsaw tasks matters

= Apply jigsaw task training before text-centric/long CoT reasoning training

Future Works

= Different 3D jigsaw designs on base models with stronger 3D capabilities
= Different jigsaw configurations and combinations

= Other vision-centric self- and weakly-supervised tasks



Native Multimodal Evaluation

RealUnify: Do Unified Models Truly Benefit from Unification?
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Specific Combine Emergent

Stage1. Specific +——>» Stage2. Combine ¢ »  Stage3. Emergent

- o “Scene 1: The
3 L] I
Background should rocket lifts off

from the earth..,” g8

& l A "Scene 2: Thr_f \f" e ;:‘::::j: The
“An image of m F : v fszr?g:u:ﬁl_? " | arrives atthe § e
an astronaut.” ;.j& :_: visible in the distance... o e h k e;;‘\ i base...” :_

? ? ? ] A ¢+ 2] x 1 AlH

Und. Model Gen. Model Unified Model Unified Foundation Model

T ) T " { 0

B

depict outer space. Earth

" What is "Generate an image § “Generate an image j "Generate a movie
this 7 of an astronaut.” : | ofthis astronaut in &i showing this astronaut's
Wil space W8 | journey to the moon.”
Easy to evaluate with current benchmarks Lack of customized benchmarks



Motivation

Previous Benchmarks

Understanding |

B MMBench | Stage 1: Direct

Which one is the correct
caption of this image?

Stage 1.5:
Combination

MME-Unify [

Does this artwork
belong to the type
of mythological?

LogicVista | Stage 2: Reasoning

" "= . | Which one is the correct
caption of this image?

Generation

GenEval |

a photo of a red cake and
a purple chair.

Add a mouse on
the floor in front
of the cat.

WISE |

Einstein's favorite
musical instrument

Direct -> Combination -> Reasoning

2 1 NANYANG
TECHNOLOGICAL

% UNIVERSITY
I3

SINGAPORE

Customized Unified Benchmark

Unified Evaluation

Stage 3: Synergetic Evaluation

Question:

What are the colors of
the four chairs in the
whole picture from
left to right?

Hint: Restore the 4
image that has been |
shuffled by patches

Answer: White, Yellow,
Blue, Red

Prompt: Hint: Refine it to ensure the
There are three cats in | generated image fully aligns
a row. The black cat is with the given conditions.

not on the far right, the

white cat is to the left UEG |
of the black cat, and —
the gray cat is o the Logical
right of the white cat. Reasoning

True Unification

S-LAB
FOR ADVANCED
INTELLIGENCE
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Understanding -> Generation Generation -> Understanding (GEU)

(UEG))JDFRSTANBINC’ ENHANCES GENERATION (UEG) GENERAT!ON ENHANCES UNDERSTAND!NG (GEU)

World Knowledge

A

Prompt: The largest feline animal in terms
of body size.

Commonsense Reasonmg

&

Prompt: A slice of butter melting unevenly
on hot toast.

Mentaf Reconstructron

A

Question: Including the

Menta! Tmckmg

A

Question: Turn all black segments
into orange, then turn all yellow

U User photographer, how many cars are Fd.. i
e Question: User  there in the photo? . User  info orange, Then turn all green
Question: 1. Is there a slice of butter present? + A3 B1 c4 D2 into red. Which digits are formed
@ 1. Does this image show a Tiger? ~ [_‘;]&‘ 2. Is the butter placed on a foast? EY :lhz“or'Ba n..g: s"zgén ‘ET;? b.*7 6"
Evaluation 2. Can you identify a Tiger in this image?.~ ~ Evaluation 3, Is the butter shown melting unevenly "L7" B.747".C."46".D."7,

Mathematical Reasoning

rather than in a uniform manner?

Logical Reasoning

& Hinf: Restore the image that has been
User | Shuffled by patches...

& Hint: Apply the transformations to the
User  confents of the image.

Prompt: A fable with some books, which Prompt: Three birds, one blue and one : I-d.' Answer: A |ﬁ2° Answer: D
& could be arranged into four stacks with 2 & gray, are lined up on a telephone pole. The valuation Evaluation

books each. Draw all the books on the
table.
Question:

1. Are there a total of exactly 8 books on
Evaluation the table?

Scientific Reasoning

blue bird is not in the middle, and the
adjacent birds are different colors.
Question:

1. Is the blue bird not in the middle? .~
Evaluation 2, Are the adjacent different colors? .~

Code To lmage

Attentional Focusing

A

Question: What is the text
written on the blue golf ball

Cognitive Navigation
Question: On the shortest
& path from Penguin to Polar,

e

User  holder? User  which of the following animals
_ - P OIDT: ke ey < i A. MUTUAL INSURANC can we see??
& Prompt: A litmus solution is exposed to a & um » 0 print(*A pair of shoes") B. NEW YORK MUTUAL A, Rabbit  B. Monkey
carbon dioxide (CO;) environment. "A pink plg rolling i the mud.")

Question:
1 Is the solution red?
2, Is the solution blue? X

User prir
Given the input: 0, generate the image

based on the output of the code execution.

Question:

("
print("A fluffy sheep with o bell around Ts neck )

€. NEW MEXICO MUTUAL
D. NEW MEXICO INSURANCE

J Hint: Highlight the regions of the image

A

C. Aviary D. Lion

J Hint: Mark the path(s) in the image that

A

I h ion. ion,
Evaluation 3 Ta the solution e @ 1. b theiicion shiowa TRy shaep with o that are relevant to the question User \| are relevant to the question
Evaluation q bell around its neck? .~
& @ Answer: C @ Answer: B
Hint for UEG: 4 Refine it fo ensure the generated image fully aligns with the given conditions. | Evaluation Evaluation

User
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Direct -> Step-wise

................................................................................................................................................................................................................
+ .

Prompt: Question: i ro;?coltl:
AAAE How many cartoon toy cars irec
The most iconic / are in the picture?
handheld weapon in A3 B.2
STOI" WOI‘S. X blaster rifle L i c.1 D.0 BAGEL
3 ¥
Refine it to ensure the Protocol 2: Stepwise i [ Restore the image that Protocol 2:
generated image fully aligns 2| has been shuffled by Stepwise
i1 | patches.. P

with the given conditions. ;
—
J
. A lightsaber, the iconic B &
) handheld weapon from BAGEL
BAGEL Star Wars. +/ lightsaber

...................................................................................................................................................................................................................

Direct: Whether the model can leverage Step-Wise: Decouple generation & understanding
generation & understanding synergistically for better assignment



Evaluate with RealUnify

Understanding Enhances Generation

Generation Enhances Understanding

Model Total
WK CR MR-1 LR SR C21 Avg MR-II MT AF CN Avg
Proprietary Models
Nano Banana 89 /- 86 /- 34 /- 65 /- 48 /- 56 /- 63.0 /- 34/- 27/- 36/- 30/- 31.8/- 505 /-
Open-Source Unified Models

MIO 24735 26/33 18/13 9/10 10/11 0/8 145/183 26/23 19/18 35/19 23/21 258/203 19.0/19.1
Janus-Pro 25126 77/ 71 16/7 13/17 16/20 3/10 250/252 21/- 23/- 28/ - 29/- 253/- 25.1/-
ILLUME+ 44/52 62/62 22/22 23125 26/26 1/7 29.7/323  27/27 19/20 35/38 30/25 27.8127.5 28.9/304
Show-o02 30742 56/50 25/25 21/21 18/20 18/19 28.0/295 36/- 28/- 36/- 21/- 303/- 28.9/-
OmniGen2 36/55 61/60 21/26 29/28 16/20 19/6 303/325 30/ 42 21/24 51/38 28/19 32.5/30.8 31.2/31.8
UniPic2 61/62 73/72 31/ 30 28/ 38 25/26 7/15 375/405 26/28 20/24 27/27 23/16 240/238 32.1/338
UniWorld-V1 51/56 64/59 26/26 33/37 21/24 15/9 350/352 29/33 19/25 57/36 24/20 32.3/285 33.9/325
Ovis-Ul 37/59 72/71 28/ 30 23/34 15/17 12/25 31.2/393 32/38 28/25 60 /31 36/24 39.0/295 343/354
BLIP3-0 57/62 71/74 21/24 19/25 28/22 2/9 33.0/360 36/- 25/- 571 - 32/- 375/- 348/-
OneCAT 61/64 70/65 32/20 29/27 24/ 31 9/27 375/390 26/29 25/26 43/26 31/36 31.3/293 35.0/35.1
BAGEL 46/ 74 70/ 80 23/26 29/37 21/29 7/40 327/ 477 37 /38 31 /25 50/52 39 /28 393/ 358 353/ 429

(a) Understanding Enhances Generation (UEG)

(b) Generation Enhances Understanding (GEU)

Model WK CR MR-I LR SR C2I Total Model MR-II. MT AF CN Total
Specialized Models Specialized Models
GPT-Image-1 90 87 31 69 48 48 622 Gemini 2.5 Pro 30 73 73 43 548
Qwen-Image 66 83 28 44 25 61 522 GPT-4.1 38 23 56 37 385
FLUX.1 Kontext 53 73 25 27 25 37 40.0 Qwen2.5-VL 35 23 44 36 34.5
Unified Models Unified Models
Nano Banana 89 86 34 65 48 56 63.0 BAGEL 37 31 50 39 393
UniPic2 61 73 31 28 25 7 375 Ovis-Ul 32 28 60 36  39.0
OneCAT 61 70 32 29 24 9 37.5 BLIP3-0 36 25 57 32 37.5

S-LAB
FOR ADVANCED
INTELLIGENCE
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12 SOTA models evaluated

on RealUnify:
* UEG & GEU remain
challenging

» Step-wise is better than
direct answer

* All models lack true
unification

Comparison with SOTA

specialist:

* Unify models benefit from
understanding

* Generation may not help
understanding currently



5 oz ctmdooea | S-LAB
How Far Can We* 955 umversiy | onsovanceo

Comparison with Oracle Setting:

Table 5: Comparisons with Gen-Und SOTA. ° Current unified models can still learn from
oracle cases -> Strong understanding leads

Model WK CR MR-I LR SR C2T Total . .

to improved generation
Nano Banana 89 86 34 65 48 56 63
Und—Gen (SOTA) 93 8 43 70 53 91 727 .« Both unified models and oracle settings fall
Model MR-II MT AF CN Total
BAGEL 37 3l 50 39 393 short on GEU tasks -> Current generation
Gen—Und (SOTA) 29 27 21 50 31.8

models fall short in aiding real-world

problem-solving.
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UniPic2 UniWorld-V1
Fine-grained Detail (hands and fingers)

Show-02 UnqurId- Ovis-UL
Quantity Accuracy (8 flowers) Physical Law (the potato should sink to the bottom)

-

UniWorld-V1

BAGEL B BLIP3-0 Ovis-U1
Text Distortion (font distortion, warping, and meaningless content)

Show-02 UniWorld-v1 Mano Banana
Positional Alignment (the green book cannot be on the far right) Object Misclassification (the right side should be a lioness)
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Native Multimodal Evaluation

) RealUnify: Do Unified Models Truly Benefit from Unification?

Dual-Evaluation Protocol, Understanding-Generation Synergy

Visual Jigsaw Post-Training Improves MLLMs

0 Native Multimodal Post-Training

Self-supervised Learning, Post-training, Reinforcement Learning

From Pixels to Words: Towards Native Vision-Language Primitives at Scale

0 Native Multimodal Architecture

Native Vision-Language Primitive, Holistic Vision-Language Buffer
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Thank You

Ziwei Liu
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