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What’s your dream AI application?
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LLMs Assist Mathematicians with Cutting-
Edge Research

https://unlocked.microsoft.com/ai-anthology/terence-tao/
https://terrytao.wordpress.com/about/ai-generated-versions-of-the-ai-anthology-article/

“I expect, say, 2026-level AI, when used properly, will be a 
trustworthy co-author in mathematical research, and in 

many other fields as well.”
Terence Tao
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OpenAI o1 model with Inference-Time 
Computation
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Language Model Elevates Geometry Engine
to (High-School) Olympiad Level

https://www.nature.com/articles/s41586-023-06747-5 5
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How many baseballs are there?
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But… Gemini says…….24

8



9



10



How about….GPT-5
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Need a thinking model…
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After several attempts…
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Outline

 Benchmarking Math Reasoning

 Strengthening Visual Grounding

 Advancing Complex Vision-Language Reasoning
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Benchmarking Math Reasoning
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How Humans Solve Math Problems?

S
R

QP
Understand diagram

ܲܵ ⊥ ܴܳ,
ܴܲ ⊥ ܲܳ, 

ܲܵ intesects with ܴܳ at ܵ

In ∆ܴܲܳ, ܴܵ = 3 and ܳܵ
= 14. 
Find ܲܵ.

Retrieve the theorem

ܴܵ
ܲܵ

=
ܲܵ
ܳܵܲܵଶ = ܴܵ ȉ ܵܳ

Geometric Mean Theorem
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Reason (Calculate) step by step

ܴܵ
ܲܵ

=
ܲܵ
ܳܵ Geometric Mean Theorem

3
ݔ

=
ݔ

14
RS = 3, QS = 14, and PS = x

ଶݔ = 42 Cross products

ݔ ≈ ૟. ૞ Use a calculator to take the positive square root



ScienceQA: Science Question Answering
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(Top-15 cited paper at NeurIPS 2022)



ScienceQA: Domain Diversity
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https://scienceqa.github.io/



MathVista: Visual Math Reasoning
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https://mathvista.github.io/

Top-15 cited paper at ICLR 2024;
Appears in Grok-1.5v, Gemini-1.5, and many other VLM reports.



Benchmarking Math Skills
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Core Math Reasoning

Arithmetic

Algebraic

Statistical

Geometry

Scientific

Logical

Numeric
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Diverse Visual Contexts

Natural Images Synthetic Scene Geometry DiagramAbstract Scene

Table Puzzle Test Function Plot Scientific Figure

Scatter PlotBar ChartLine Plot Pie Chart
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The MathVista Benchmark

Demo: https://mathvista.github.io/#visualization
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GPT-4V Outperforms Humans in Some Areas!
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How Humans Solve Math Problems?

S
R

QP
Understand diagram

ܲܵ ⊥ ܴܳ,
ܴܲ ⊥ ܲܳ, 

ܲܵ intesects with ܴܳ at ܵ

In ∆ܴܲܳ, ܴܵ = 3 and ܳܵ
= 14. 
Find ܲܵ.

Retrieve the theorem

ܴܵ
ܲܵ

=
ܲܵ
ܳܵܲܵଶ = ܴܵ ȉ ܵܳ

Geometric Mean Theorem

27

Reason (Calculate) step by step

ܴܵ
ܲܵ

=
ܲܵ
ܳܵ Geometric Mean Theorem

3
ݔ

=
ݔ

14
RS = 3, QS = 14, and PS = x

ଶݔ = 42 Cross products

ݔ ≈ ૟. ૞ Use a calculator to take the positive square root

Visual Grounding Knowledge Retrieval

Reasoning

Tool-use
Self-Verification



Strengthening Visual Grounding
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Challenges in Visual Grounding



Bias in Training Data
 Reasoning skills (spatial, temporal, negation, and counting) are not 

sufficiently represented in data to train VLM
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Data Scaling Cannot Help

Kai-Wei Chang (http://kwchang.net) Cannot

ImageNet Spatial Reasoning Counting Reasoning

Negation Reasoning Temproal Reasoning



Refine LVLM with Self-Training
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Improve fine-grained visual perception
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Stage 1:

1. Generate preference pairs of model 
descriptions on unlabeled images 

2. Apply DPO to enhance detailed alignment



Improve fine-grained visual perception
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Stage 2:

Infuse instructions with image
description to fine-tune VLM



Performance
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Achieve 4% improvement over 7 benchmarks



Complex Vision-Language Reasoning
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OpenVLThinker: R1-like Reasoning for Vision-
Language Models

Can we distillate reasoning capability into vision-language LLMs?

Yes, via iterative SFT+RL

70.2% accuracy on MathVista, exceeding GPT-4o and its base model. 
The performance is comparable to Qwen2-VL-72B (70.5%)
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Collect Reasoning Paths
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Iterative SFT & RL

Iterative Self-Improvement

GRPO-Iter: Train LVLM using RL (GRPO)

SFT-Iter: Train on reasoning paths generated by previous
GRPO…



OpenVLThinker: Iterative SFT & RL

Role of SFT and RL

We hypothesized that

 SFT plays a role in setting 
up the model's reasoning 
frameworks.

 RL plays as a more 
significant contributor to 
generalization.



Fine-Grained Critique and Correction 



Beyond Mathematical Reasoning

Kai-Wei Chang (http://kwchang.net) 45

Visual Physical Reasoning Embodied AI Agent

Safety Reasoning

Attention to Details: Toward Fine-
Grain Vision-Language Reasoning

9/12 2:20–3:30 NTU CSIE
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Context-Sensitive Text-Rich Visual Reasoning
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 GPT-4o is bad at time-reading and infographics but 
outperforms humans in abstract contexts (memes, etc.). 

 Current models have limited capacity for fine-grained 
visual perception

Kai-Wei Chang (http://kwchang.net) 48



Stage 1: Image Comprehension Self-Training
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Preferred response generation: 
- Image: Original image

- Prompt: GPT-4 to generate image descriptions. 
- We test these prompts on MSCOCO samples.

- SFT on the preferred data alone can be similar to system-2 
distillation.



Stage 1: Image Comprehension Self-Training
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Stage 1: Image Comprehension Self-Training
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Stage 1: Image Comprehension Self-Training

52DPO Regularizer



How can we improve fine-grained visual
perception in reasoning?
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Stage 2:

Fine-tune LVLM with generated detailed
image description



Stage 2: Description-Infused Fine-Tuning

● Randomly select a small set (50k) data
● Infuse instructions with image description
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