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From Perception to Reasoning for VLM

Perception Reasoning

• Pattern recognition ≠ Reasoning

• Reasoning means compositional structure, causal understanding, and multi-step 
inference.

• Compared with language-only models, VLMs still lag when visual evidence must 
be integrated step-by-step.
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Bring Comprehensive Reasoning Capabilities into VLM

Pattern → Process Reasoning: Modeling reasoning as a process rather than a shortcut.

Single shot → Structured and Reliable Reasoning: Pursuing consistency and robustness 
for trustworthy inference.

Static → Interactive and Agentic Reasoning: Grounding reasoning in real-world 
perception and action.
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Our Recent Explorations on Process Reasoning

Ge, H., Wang, Y., Chang, K. W., Wu, H., & Cai, Y. (2025). FameMind: Frame-Interleaved Video Reasoning via Reinforcement Learning. 
arXiv e-prints, arXiv-2509.

In FrameMind, we studied how interleaved visual-textual chains to enforce multi-step 
compositional reasoning via Reinforcement Learning for VLM video understanding.
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Our Recent Explorations on Structured and Reliable Reasoning

MRFD for VLM hallucinations [EMNLP 2025] CHAINMPQ for VLM Relation Understanding [arxiv 2025]

We proposes works like MRFD and CHAINMPQ to enhance reliability and self-consistency to 
make reasoning more trustworthy.



6

Our Recent Explorations on Interactive and Agentic Reasoning

Through Dimo-GUI [EMNLP2025] and Vistawise [EMNLP2025] ,
we explore how reasoning emerges when a model interacts with
its environment.
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