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Large Language Model

Large Language Models (LLMs) are artificial intelligence 
systems trained on massive amounts of data, 
possessing powerful capabilities in natural language 
understanding and generation. They can provide 
support in scenarios such as writing, coding, 
translation, reasoning, and scientific research.

A Survey ofLarge Language Models, Arxiv, 2023

Background



Prompt：

Now you are at the kitchen, this is what you can 
see from there. Can you see the fridge from here? 
What is your next action?

LLM：
From this position, I can see the fridge on the 
right side of the kitchen. My next action would be 
to move forward and turn slightly to the right to 
approach the fridge.

AI Agents are autonomous systems, 
powered by LLMs, designed to perceive 
their environment and take actions to 
achieve goals. 

DecisionPerception Action

LLM as Agent



Prompt：
Imagine that you are a robot operating a computer… You are 
asked to find a detailed recipe of Mapo Tofu.

Below is what you see on the computer screen, predict your 
next move…

LLM：
Next move: I would move the mouse to the Google Chrome 

icon located on the left side of the screen, approximately 1/3 

of the way down from the top. I would then click on the icon 

to open the web browser.

DecisionPerception Action

LLM as Agent

AI Agents are autonomous systems, 
powered by LLMs, designed to perceive 
their environment and take actions to 
achieve goals. 



A Simple Agent Prototype

DecisionPerception Action



Significance of UI



AppAgent: Multimodal Agents as Smartphone Users, CHI 2025, Zhang et al.



Action Space

• Tap(element : int)

• Long_press(element : int) 

• Swipe ( element : int, direction : str, dist : str) 

• Text(text : str) 

• Back()

• Exit()



A Demo for GUI Agent



Reasoning for GUI agent

Reasoning / thinking:

The last letter of “artificial” is “l”. 
The last letter of “intelligence” is 
“e”. Concatenating “l” and “e” leads 
to “le”. So the answer is “le”.

Answer:

“le”

LLM Reasoning

What is the output when 
concatenating the last letter of each 
word in “artificial intelligence”?

GUI Agent Reasoning

I want to adjust this photo to 

make the lighting more 

reasonable.

Reasoning / thinking:

I can see this is the interface of a 
mobile photo editing app. I'm going 
to try editing this photo...

Answer:

Tap <15>



Some Reasoning GUI Agent Works

Aguvis: Unified Pure Vision Agents for Autonomous GUI Interaction

GUI-R1: A Generalist R1-Style Vision-Language Action Model For GUI Agents

The core goal is to enable agents to 
deconstruct, plan, and execute multi-
step tasks. In the GUI domain, this 
transcends understanding a single 
intent and appears in various forms:
•Generative Planning
•Policy Optimization



Reasoning for GUI agent

Agents need to comprehend both:
• Application Logic (e.g., a flight booking process) 
• UI Functionality (e.g., where buttons are, what text fields do).

Static Reasoning:
•A “think first, act later” static planning model may not suffice.

Solution: Reasoning during Action



Action Reasoning: Learning by Exploration

➢ Mimics Human Exploration

Learns app logic through “trial-and-error”

➢ A Dynamic Process, Not a Static Plan

Observe → Reason → Act → Reason



Human-like system design

How do we human learn?

• Quick Learning process
➢Self-exploration
➢Watching demos

• Few-shot learning ability

• Good generalization



Human-like system design

Overall Idea：Exploration>Deployment

Explore how to use an App（self-exploration or watching demos）

• Generate a document after exploration, used as an external database
• Refer to the Doc for better decision making

AppAgent: Multimodal Agents as Smartphone Users, CHI 2025, Zhang et al.



Exploration Phase



Exploration Phase



Deployment Phase

Task:
“beautify this photo…”



Deployment Phase



Experiment



Reasoning for Efficiency and Focus

AppAgentX: Evolving GUI Agents as Proficient Smartphone Users, 2025, Jiang et al.



Reasoning for Efficiency and Focus

AppAgentX: Evolving GUI Agents as Proficient Smartphone Users, 2025, Jiang et al.



Trajectory as a chain

• The entire mobile phone operation 
process can be regarded as a chain, 
which includes page nodes and 
element nodes.

• Each node contains all possible 
information, such as function 
description, location, visual features, 
and so on.

AppAgentX: Evolving GUI Agents as Proficient Smartphone Users, 2025, Jiang et al.



AppAgentX

How to make agent understand 
pages and elements?

• The trajectory of a task execution is 
decomposed into multiple overlapping 
triples. 

• Based on these triples, the LLM 
generates functional descriptions of both 
pages and UI elements. 

• The descriptions of pages that are 
repeatedly generated are then merged. 
The entire interaction history is recorded 
using a chain of nodes.



AppAgentX

Evolution Mechanism

• The evolution mechanism identifies 
repetitive action sequences and creates 
high-level shortcuts, significantly 
reducing the number of steps and 
reasoning required for common tasks.



AppAgentX



Summary

• Language reasoning -> Action reasoning

• In AppAgent, the agent reasons at the UI element level 

• In AppAgentX : the agent reasons over the entire trajectory



Thank you for your listening

Email：chizhang@westlake.edu.cn Homepage: https://icoz69.github.io/

mailto:chizhang@westlake.edu.cn
https://icoz69.github.io/
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